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Measuring GMCs
Basic considerations

• Dust is most conceptually straightforward, but too faint to use much beyond 
~1 kpc from the Sun; big surveys rely almost exclusively on CO, 13CO, HCN


• Some big surveys:

• CfA (CO 1-0, Galactic — Dame+ 2001)

• FCRAO (13CO and CO 1-0, Galactic — Roman-Duval+ 2010)

• PHANGS-ALMA (CO 2-1, extragalactic — Sun+ 2018)

• EMPIRE (HCN 1-0, extragalactic — Bigiel+ 2016)


• The most basic quantity we want to extract is mass, but even this can be 
challenging, as we will see



Deriving mass from 13CO
A somewhat simplified version that captures the basic idea

• Given both CO and 13CO, can derive the mass exploiting the fact that CO is 
almost always optically thick, while 13CO is usually optically thin


• For gas in LTE, emitted intensity obeys I𝜈 = [1 − exp(−𝜏𝜈)] B𝜈(T)


• For CO 𝜏𝜈 ≫ 1, so I𝜈 ≈ B𝜈(T); for 13CO, 𝜏𝜈 ≪ 1, so I𝜈 ≈ 𝜏𝜈B𝜈(T); measure I𝜈 for CO, 
and assume same T for 13CO → measured I𝜈 for 13CO immediately gives 𝜏𝜈


• In LTE, optical depth given by
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Deriving mass from 13CO
Part II

• Since N1 = (g1/g0) N0 e−E/kT, two equations in two unknowns, solve for N0, N1


• These are columns of 13CO in states 0 and 1; get total 13CO column assuming 
LTE, so Ntot = N0 / Z(T), where Z(T) = partition function 


• Get total gas column from assumed abundance of 13CO relative to H



Exercise: think of some possible sources of error / 
uncertainty in this method, and describe the sign of 
the error (i.e., do you underestimate or overestimate 
the mass as a result of the error)?



Optically thick lines
Basic considerations

• A priori, the idea that you can measure mass using an optically thick line 
seems crazy: can you measure the thickness of a brick wall by looking at its 
surface?


• The only reason this works at all is that spectral lines contain a lot more 
information than the continuum — in particular, they contain information 
about the velocity distribution


• Conceptual idea: for an optically thick line, integrated brightness is mostly set 
by the width in velocity, and the width in velocity should be roughly what is 
required for virial balance. A more massive cloud needs a higher velocity 
dispersion for virial balance, so mass ↔ velocity width ↔ line brightness



Optically thick lines
Qualitative derivation I

• Consider gas with temperature T and Gaussian velocity distribution of width 𝜎


• Frequency-integrated intensity of emission produced by gas in LTE is given by 
∫ I𝜈 d𝜈 = ∫ [1 − exp(−𝜏𝜈)] B𝜈(T) d𝜈


• In radio, usually use brightness temperature and velocity instead of intensity: 
W = ∫ TB,𝜈 dv = ∫ [1 − exp(−𝜏v)] T dv; second step holds in LTE and RJ-limit


• Given assumed velocity distribution, we have 𝜏v = 𝜏v,0 exp[−v2 / 2𝜎2]; where 𝜏v,0 

is the optical depth at line centre (zero velocity)



Optically thick lines
Qualitative derivation II

• For 𝜏v,0 ≫ 1, we can approximate 
1 − exp(−𝜏v) as a top hat function


• Put jump in top hat at velocity 
where 𝜏v = 1 → v/𝜎 = (2 ln 𝜏v,0)1/2


• In this case integral is trivial to 
evaluate: W = 2 (2 ln 𝜏v,0)1/2 𝜎T


• Thus W depends linearly on 𝜎T, 
and almost not at all on 𝜏v,0



Optically thick lines
Qualitative derivation III

• Now suppose cloud being observed has mass M, radius R


• Velocity dispersion related to these by 𝜎2 = 𝛼virGM / 5R, so we have line 
luminosity W = 2 [2 (ln 𝜏v,0) 𝛼virGM / 5R]1/2 T


• Rewrite M and R in terms of surface density 𝛴 = M / 𝜋R2 and number density 
n = 3M / 4𝜋R3𝜇mH: result is W = [6𝜋G (ln 𝜏v,0) / 5𝜇mH]1/2 (𝛼vir/n)1/2 𝛴T


• Implication: W traces gas surface density with weak dependence on 𝛼vir/n, 
linear dependence on gas temperature (but this varies little)



Optically thick lines
Conversion factors: 𝜶 and X

• This is usually expressed in terms of the conversion factor: 𝛼CO = 𝛴 / WCO and 
XCO = N / WCO = (𝛴/𝜇mH) / WCO; same idea for HCN


• Conversion factors depend only on 𝛼vir/n and T; conversion factors should be 
relatively constant, as long as these vary little


• Problems in two regimes:

• At low metallicity, CO may not be abundant enough to be optically thick

• In starburst / merging galaxies, gas density and temperature may be higher, 

and velocity dispersion may be super-virial



Cross-checking the conversion factors
Two main methods

• In nearby clouds, can compare column inferred from conversion factor to 
value inferred from dust emission


• 𝛾-rays produced by CR interactions with gas; CR density in Galaxy fairly 
constant, so 𝛾-ray brightness along a given line of sight just scales with 
number of H nuclei; thus 𝛾-ray brightness measures column density


• Values in Milky Way from both methods fairly consistent: 𝛼CO ≈ 4 M⨀ pc−2 / (K 
km s−1)


• Higher in low metallicity galaxies, lower in starbursts



Exercise: try plugging some reasonable values into our 
theoretically-derived estimates of the conversion 
factor. How do they compare to the empirical 
calibrations?



Results from surveys
A starting caution

• We will now discuss basic 
empirical results of GMC studies


• Fundamental problem: 
decomposing the observed CO 
emission into GMCs is very 
uncertain, particularly in 
molecule-rich regions


• Decomposition usually done in 
PPV space, but structures are 
complicated, partly overlapping

W l b v, ,CO ( ) contains the sum of the column densities of all the
components.
This cube contains all the emission of the original data cube

described by the Gaussian decomposition, but without the
spread of the velocity dispersion of each component. Figure 3
provides an example of a complex spectrum of the cube, where
the black solid line is the observed spectrum, and the vertical
blue solid line segments represent the integrated emission
(WCO—right axis) of each Gaussian component at its respective
velocity. This spectral representation and the l–v cut of WCO
(Figure 2) illustrate how the Gaussian decomposition helps in
separating blended emission and in identifying coherent
structures.

2.4.2. Hierarchical Cluster Identification

The term “clustering analysis” refers to the task of
identifying coherent groups in a data set. The appropriate
clustering algorithm and parameter settings depend on the
individual data set and on the intended use of the results. Here
the cluster identification was done on the WCO cube using a
classical hierarchical algorithm with a threshold descent. The
identification of coherent structures or clusters is done in

Figure 2. Longitude–velocity diagrams at GLAT=0°. Top: log of brightness temperature, TB, in units of K. Bottom: integrated emission of the Gaussian components
concentrated at their central velocities, WCO—see Equation (2), in units of K km s−1.

Figure 3. Example of cluster identification for a complex CO spectrum located
at = - n nl b, 18 . 5, 0( ) ( ). The solid black line is the observed spectrum, in
brightness temperature in kelvin (left vertical axis). The vertical blue line
segments indicate the integrated emission, in WCO, units of K km s−1 (right
vertical axis), of each Gaussian component. The red lines indicate how the
Gaussian components were grouped into clouds. This spectrum was
decomposed into 11 Gaussian components that were grouped into six different
clouds. The horizontal dotted lines indicate the WCO levels (logarithmically
spaced) used in the threshold descent.
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Miville-Deschênes+ 2017; top is observed CO distribution, 
bottom is decomposition into discrete clouds.



Basic results for the Milky Way

Gould Belt: Taurus (Pineda et al. 2010), Perseus (Lee
et al. 2015), Ophiuchus (Loren 1989), and the Coalsack
(Cambrésy 1999) all have masses in the range ´ :M1 3 104( – ) .

Most of the clouds are small, but they collectively contain
little mass; the ∼5000 clouds with - :M M105 contribute less
than 10% of the total molecular gas mass. The cumulative

Figure 7. Probability distribution functions (histograms) of Σ, M, R, and nH2 for all the clouds in the catalog (black histograms), for inner Galaxy clouds (orange
histograms), and for outer Galaxy clouds (blue histograms). Note the dramatically different surface densities of inner- and outer Galaxy clouds (top left panel); the
mode of the outer Galaxy cloud distribution is at a surface density only 1/10 that of the inner Galaxy cloud distribution. The dashed red line in the upper right (mass
M) panel shows a power-law fit to the extreme high-mass end of the distribution, ~ odN d M Mln 2.0 0.1, i.e., the largest clouds hold most of the molecular gas—see
Figure 8. The typical values for these quantities are summarized in Table 2.

Table 2
Typical Values of Cloud Parameters

Parameter Units All Clouds Inner Galaxy Outer Galaxy -a 3vir

Avg Median Avg Median Avg Median Avg Median

Σ :M pc−2 28.6 16.5 41.9 31.6 10.4 7.0 46.1 37.1
M 104 Me 15.1 3.8 22.6 7.8 5.4 1.6 40.7 12.0
R pc 31.5 25.1 30.8 25.2 32.9 24.9 37.8 29.5
nH2 cm−3 24.1 9.6 33.7 16.9 11.0 3.3 30.5 19.2
sv km s−1 4.0 3.6 4.9 4.6 2.8 2.5 3.1 2.7
s0 km s−1 0.8 0.8 1.0 0.9 0.6 0.5 0.5 0.5
avir L 22.4 8.5 20.7 7.3 25.0 11.3 2.0 2.1
tdyn 106 yr 8.5 6.4 6.2 5.3 12.3 9.9 14.6 10.3
tff 106 yr 13.1 10.1 9.4 7.6 19.0 17.2 9.5 7.1
Pint 104 K cm−3 10.9 3.0 18.7 8.5 1.7 0.6 9.8 4.0
Edis˙ LSun 146.9 9.9 285.1 51.5 10.5 1.7 205.8 15.3
�2 10−27 erg cm−3 s−1 503.5 59.4 878.6 187.4 68.5 7.1 191.7 49.4

Note. Average and median values of physical quantities for different subsets of the catalog: all clouds, clouds located at -R 8.5 kpcgal , clouds located at
>R 8.5 kpcgal , and clouds with -a 3vir .
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with environment, so ~100 
in inner Galaxy, ~10 in outer


• Mass function dN/dM ~ M−2 

or slightly shallower at high 
mass end; most mass in big 
clouds, M ≳ few × 105 M⨀


• Typical size ~30 pc


• Typical density ~30 H2 cm−3; 
corresponds to free-fall time 
~ 10 Myr

Miville-Deschênes+ 2017; blue = outer Galaxy, orange = inner Galaxy
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LWS and Virial Parameter
For the Milky Way

• Clouds follow a linewidth-size relation 𝜎 / 
R1/2 ~ constant, weak dependence on 𝛴


• Massive clouds have virial parameters 
close to unity; low-mass clouds are 
super-virial


• However, recall that most mass is in 
massive clouds; thus most molecular gas 
in the Galaxy is in molecular clouds with 
𝛼vir ~ few

(2001), who found that small clouds in the outer Galaxy have a
velocity dispersion independent of size.

4.5. Advanced Physical Parameters

In this section we explore more advanced physical quantities
to help unravel the physical conditions of molecular clouds
and, in particular, the respective role of gravity and turbulence
in their evolution. We compute the internal pressure, the virial
parameter, the free-fall and dynamical times, and the turbulence
energy dissipation and transfer rates.

4.5.1. Internal Pressure

For every cloud in the sample, the internal (turbulent)
pressure, Pint (in units of K cm−3), is estimated as

s=P
m

k
n

2
, 27p

vint H
2

2 ( )

where k is the Boltzmann constant. The histogram of Pint

(Figure 15, top panel) illustrates the large range of pressure
found: over more than 3 orders of magnitude. The median
value is = ´P 3.0 10int

4 K cm−3, but with a large standard
deviation of ´5.0 104 K cm−3.

From Equation (27) we note that the total pressure scales like
sS ´R v

2. As s µ SRv
2 0.86( ) , the total pressure scales almost

like S2 and is thus very weakly dependent on distance.
Therefore, as for Σ, the clear difference in Pint between the
inner and outer Galaxy (see orange and blue histograms in
Figure 15) is physical and not an observational bias. This is
also clearly seen in the bottom panel of Figure 15, where the
variation of Pint with Rgal appears similar to the variation of Σ
with Rgal (Figure 9). The similarity between the spatial
distribution of Pint and Σ is also seen in the face-on views
(Figures 10 and 29).

As has been noticed before (e.g., Blitz 1993), the typical
internal pressure of molecular clouds is much larger than the
typical pressure of the diffuse H I, = ´P 3.7 10int

3 K cm−3 in
the solar neighborhood according to Jenkins & Tripp (2011).
These authors found excursions in H I pressure from 103 to
104 K cm−3, which is still less than the typical values
found here.

4.5.2. Virial Parameter

As mentioned by Heyer et al. (2009), a s SRv–( ) relationship
is expected if gravity is a dominant process in the dynamics.
Specifically, one expects s µ SRv

1 2( ) for clouds in virial
equilibirum, i.e., a » 1 3vir – , where the virial parameter is
defined as

,
a
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where , is the total kinetic energy of the cloud and W is the
gravitational energy associated with the cloud (ignoring tidal
effects; Bertoldi & McKee 1992). We calculate the factor a in
Appendix D, where we show that for fiducial values for the
power-law index for the density r ~ - rr k ( =rk 1) and for the
index in Larson’s size–line width relation s ~r r p( ) , with
=p 1 2, »a 5 3. In other words, the observed virial

parameter avir will be a factor of 5/3 larger than the ratio of
twice the kinetic energy to the gravitational energy. If the latter
is of order 2, meaning equal kinetic and gravitational energies,
the observed virial parameter will be a » 3vir .
The histogram of avir for the whole sample of clouds, as well

as for the inner- and outer Galaxy clouds, is shown in Figure 16
(top panel). The distribution peaks at avir of around 3–4, where
the kinetic energy of the cloud is about equal to the
gravitational energy and is strongly positively skewed. Clouds

Figure 14. Two-dimensional histogram of s Rv
0.5 vs. Σ. The color scale is

proportional to the density of points. The dotted line indicates the locus of
gravitational bound structures (a = 3vir ; see Equation (28)).

Figure 15. Internal pressure. Top: histogram of Pint. The solid black line shows
the full sample, while the orange and blue lines show, respectively, the clouds
located in the inner and outer Galaxy. Bottom: median value of Pint in rings of
constant Rgal.
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in the outer Galaxy are more likely to have a � 1vir ,
something already noted by many studies (Sodroski 1991;
Heyer et al. 2001). The Galactic profile (Figure 16, bottom
panel) and the face-on view (Figure 31) of avir indicate a slight
decrease in the < <R3 kpc 7 kpcgal region. We also note an
increase of avir in the inner part of the Galaxy ( <R 3gal kpc),
as well as an unexpected variation of avir in the outer Galaxy
(see Figure 31). The virial parameter is systematically larger in
the third quadrant ( n < < nl180 270 ) compared to the second
quadrant ( n < < nl90 180 ). Like Pin t, the virial parameter is
very weakly dependent on distance.

Figure 17 shows the two-dimensional histogram of avir
versus M. The correlation between these two quantities is
modest (Pearson coefficient of −0.54). Overall, only 15% of
the clouds have -a 3vir , but they contribute 40% of the total
mass in clouds. Assuming that a = ´ - oM2.3 10vir

3 0.53 0.30

(see Figure 17), one could conclude that clouds with
> ´ :M M2.8 105 are gravitionally bound. On the other

hand, looking in detail at Figure 17, there are more unbound
clouds with > ´ :M M2.8 105 than bound clouds. Therefore,
even though more massive clouds tend to have a lower virial
parameter, it seems difficult to conclude that mass is the main
criterion that defines the gravitational stability state of a given
cloud.

These results are commensurate with previous estimates and
with the idea that unbound (high avir) clouds are less efficient

at forming stars: Liszt et al. (2010) argue that about 40% of the
Galactic molecular gas is not forming stars, while Goldsmith
et al. (2008) reached the same conclusion specifically for the
Taurus molecular clouds.

4.5.3. Free-fall Time and Dynamical Time

The comparison of the free-fall time

⎛
⎝⎜

⎞
⎠⎟t

p
r

=
G

3
32

29ff

1 2

( )

where r m= m n2 p H2, and the dynamical time (or crossing time)

t
s

=
R

30
v

dyn ( )

provides some insight into the physical processes involved in
the efficiency with which molecular gas turns into stars.
The histograms of tff and tdyn are shown in Figure 18. They

both have a relatively narrow distribution. The median values
are t = ´1.0 10 yrff

7 and t = ´6.4 10 yrdyn
6 . To first order,

the free-fall time is about 1.5 times the value of the dynamical
time. Both tff and tdyn increase from the inner to the outer
Galaxy, but their ratio, like avir, stays about the same.
The ratio of the total molecular mass of the Milky Way to the

typical free-fall time ( ´1.6 109
:M / ´ = :M1.0 10 yr 1607

yr−1) provides an estimate of what the star formation rate
would be if all molecular clouds were to form stars and if
gravity alone were to drive the formation process. A finer
estimate of this quantity can be obtained by summing tM ff for
all the clouds in the sample. It gives a similar value: 215Me
yr−1. This has to be compared with the actual star formation
rate of the Milky Way, which is ∼2Me yr−1, indicating that
the star formation efficiency is of the order of 1% on average.

4.5.4. Turbulence Energy Dissipation and Transfer Rates

In order to evaluate what processes drive turbulence in
molecular clouds and regulate star formation in galaxies, it is
essential to quantify the properties of turbulence. One
important parameter is the rate at which energy is injected

Figure 16. Virial parameter. Top: histogram of avir. The solid black line shows
the full sample, while the orange and blue lines show, respectively, the clouds
located in the inner and outer Galaxy. Bottom: median value of avir in rings of
constant Rgal.

Figure 17. Two-dimensional histogram of avir vs. M. The color scale is
proportional to the density of points. The dotted line indicates the locus of
gravitational bound structures (a = 3vir ; see Equation (28)). The solid line is
the result of the fit: a = ´ - oM2.3 10vir

3 0.53 0.30. The Pearson coefficient of
avir vs. M is −0.54.
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Timescales for GMCs
• Most basic timescale is free-fall:


• Crossing time is closely related to this:


• Two more timescales of great interest:

• Depletion time = time that would be required to convert all of the gas into 

stars

• Lifetime =  time for which an individual GMC lives; somewhat nebulous, 

depends on definition of “live”, but interesting nonetheless


• We want to know ratios of these timescales to free-fall / crossing time
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Gas depletion time
Definitions and global considerations

• Define depletion time tdep = Mgas / SFR and star formation efficiency per free-
fall time εff = tff / tdep; εff = fraction of mass converted to stars per tff


• For Milky Way, total GMC mass ≈ 109 M⨀ and total SFR ≈ 1 M⨀ yr−1, so tdep ≈ 
1 Gyr; for mean GMC free-fall time tff ≈ 1 Myr, we have mean εff ≈ 0.01


• However, this does not necessarily mean that this value applies to all clouds; 
could be that most clouds don’t form stars at all (εff = 0), while some small 
fraction have much larger εff


• Investigation tricky due to timescale issues: short enough so that one can’t 
assume tracers like H𝛼 or IR are reliable



Measuring cloud depletion times
• Most reliable method is counting class 0/I YSOs: lifetime tYSO ≈ 0.5 Myr, mean 

mass mYSO ≈ 0.5 M⨀ (from IMF), so SFR ≈ NYSO mYSO / tYSO


• Draw column density contours on clouds; measured enclosed mass Mgas from 
dust, enclosed area, estimate tff by assuming depth along LOS ~ (area)1/2


• Resulting estimate: εff = (Mgas /SFR) / tff

Pohkrel+ 
2020, in 
prep



Results for εff measurements

138 notes on star formation

Figure 8.5: Surface density of star
formation versus surface density of
gas. Blue pixels show the distribution
of pixels in the inner parts of nearby
galaxies, resolved at ⇠ 750 pc scales
Leroy et al. (2013), while green pixels
show the SMC resolved at 12 pc scales
Bolatto et al. (2011); other green and
blue points show various averages of
the pixels. Red points show azimuthal
rings in outer galaxies Schruba et al.
(2011), in which CO emission can be
detected only by stacking all the pixels
in a ring. Gray lines show lines of
constant depletion time tdep. Reprinted
from Phys. Rep., 539, Krumholz, "The
big problems in star formation: The star
formation rate, stellar clustering, and
the initial mass function", 49-134, 2014,
with permission from Elsevier.

Figure 8.6: Surface density of star
formation versus surface density of
gas normalized by free-fall time. Blue
and green pixels are the same as in
Figure 8.5, while points represent
measurements of marginally-resolved
galaxies (⇠ 1 beam per galaxy). Points
are color-coded: green indicates local
galaxies, purple indicates high-z
galaxies, and red indicates individual
Milky Way clouds. The thick black
line represents eff = 0.01, while the
gray band shows a factor of 3 scatter
about it. Reprinted from Phys. Rep.,
539, Krumholz, "The big problems in
star formation: The star formation rate,
stellar clustering, and the initial mass
function", 49-134, 2014, with permission
from Elsevier.

εff = 0.02

Krumholz 2014 — each red point represents one cloud Pokhrel+ 2020 in prep — each line shows different contour levels within a single cloud 



Lifetimes of GMCs
A tricky thing to measure

• Gas depletion times ~1 Gyr — but do clouds live this long, or are they 
disrupted by stellar feedback or something else first?


• Measuring lifetime is hard, since we can’t just wait and watch (most PhD 
students are not willing to wait 1 Gyr to get their PhDs)


• No intrinsic “clocks” in GMCs — but stars do represent a clock, since we 
understand (we think) stellar lifetimes


• Basic idea: use statistical correlation between stars (or things that stars 
produce, like H𝛼) and gas to estimate GMC lifetimes



Statistical method
A cartoon version

• Measure ratio of Mgas to SFR in a 
big aperture — ratio gives mean 
value of tdep for galaxy


• As aperture shrinks, measured 
tdep changes:

• Larger if aperture catches a 

gas cloud that has not yet 
formed many stars


• Smaller if it catches a region 
where many stars have formed 
and cloud is disappearing

4 J. M. D. Kruijssen et al.

Figure 2. Schematic example of how the KL14 principle can be used to characterize the cloud-scale evolutionary timeline of star formation and feedback.
Left panel: cartoon of a ‘galaxy’ consisting of a random distribution of independent regions (circles), which are situated on the timeline of Figure 1 in a way
that is uncorrelated to their neighbours. Orange circles indicate regions in the gas phase, whereas blue circles indicate those in the young stellar phase. In this
example, the duration of the gas phase is 4 times that of the young stellar phase. The large circles represent apertures focused on a gas peak (orange) or a stellar
peak (blue). Right panel: relative change of the gas depletion time (or the gas-to-stellar flux ratio) when focusing apertures on gas peaks (top branch) or young
stellar peaks (bottom branch), as a function of the aperture size. On large scales, the galactic average is retrieved and the relative change is unity. However, on
small scales (corresponding to the separation length �, which is typically several times the cloud size), the excess or deficit of the gas depletion time in this
‘tuning fork diagram’ is a non-degenerate, direct probe of the time and size scales governing the timeline of Figure 1.

relation on 0.1–1 kpc scales provides information on processes tak-
ing place on much smaller scales. However, contrary to phrasing
the scale-dependence in terms of the scatter of the star formation
relation to access this information, this feature of the KL14 prin-
ciple uses the absolute change (or ‘bias’) of the gas depletion time
when focusing a small aperture on gas or young stellar peaks to
determine how rare or common the central peak is. That way, the
KL14 principle can be used to constrain the time-scales governing
the evolutionary timeline of Figure 1.

We illustrate how the KL14 principle is applied to characterize
cloud-scale star formation with an idealised example in Figure 2.
Imagine a two-dimensional, random distribution of points repre-
senting independent regions. Some part of these are dominated by
gas, whereas the other part is dominated by young stellar emission.
These regions represent two successive phases in the star formation
process that do not overlap in time. Let us assume that time spent
by a star-forming region in the ‘gas’ phase is 4 times longer than
the time spent in the ‘stellar’ phase. This means that gas-dominated
regions (‘gas peaks’) will be 4 times more numerous than stellar-
dominated regions (‘stellar peaks’). If we then consider a small re-
gion around a gas peak (defining an aperture of some size smaller
than the galaxy), the local gas depletion time (i.e. the gas-to-stellar
flux ratio) in that region will be elevated compared to the galaxy-
wide average, because focusing on a gas peak guarantees some
excess gas flux to be present, whereas the rest of the aperture is
randomly filled with gas or stellar peaks according to the galactic

average. However, the depletion time excess will be minor – the
gas peaks are 4 times more common than the stellar peaks, hence
the relative effect of guaranteeing the already-ubiquitous gas flux
to be present is small. By contrast, if we focus an aperture on one
of the rare stellar peaks (with a duration 4 times shorter than the
gas phase), the corresponding decrease of the local gas depletion
time is large compared to the galactic average, because a very rare
phase is guaranteed to be present in the aperture.

This idealised example illustrates the fundamental thought be-
hind the KL14 principle: the relative rarity of the subsequent phases
in the cloud-scale star formation process is set by their relative du-
rations and can be constrained from variations of the gas depletion
time on small spatial scales. The KL14 principle provides a way
of ‘counting’ (and assigning relative time-scales to) these phases
even if the two-dimensional structure of their emission is continu-
ous and hard to quantise. If the duration of one of the two phases is
known, then the relative time-scales translate to an absolute evolu-
tionary timeline. In practice, this known ‘reference time-scale’ will
often refer to the stellar phase in the examples of Figures 1 and 2,
because stellar population synthesis models provide the age range
over which a coeval stellar population is bright in commonly-used
SFR tracers such as H↵, FUV, and NUV (Haydon et al. 2018). As
demonstrated in KL14, the small-scale excess or deficit of the de-
pletion time when focusing apertures on gas or young stellar peaks
(with a known lifetime) is then set by the three free parameters
tgas, tover, and �. Most importantly, we showed that these free pa-
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Figure 1. Schematic representation of the timeline of an individual star-
forming region, which starts out being visible in gas tracer emission
(e.g. HI, CO or HCN), and ends up being visible in young stellar tracer
emission (e.g. H↵ or FUV). In between, there is an overlap phase during
which both tracers are visible. The duration of each corresponding time-
scale is indicated below the timeline.

2.1 The star formation relation must break down on small
spatial scales

In its most general form, the first result of KL14 is that if a macro-
scopic correlation (e.g. the star formation relation between the gas
mass Mgas and the SFR) is caused by a time evolution (e.g. the
conversion from gas to stars), then it must break down on small
spatial scales because the subsequent phases of that time evolution
are being resolved. When treating galaxies as a whole, this is gen-
erally not a concern, because most often they consist of a number
of independent regions sufficiently large to ensure that the timeline
of Figure 1 is well-sampled.1 However, there must be some spa-
tial scale below which this is no longer true. Given some typical
separation length � between independent regions, the KL14 prin-
ciple predicts that the relative uncertainty or Poisson error on the
star formation relation is only smaller than unity (i.e. the relation
is well-defined and does not ‘break down’) when the condition is
satisfied that

�x�t1/2 > �⌧1/2. (2)

Here, �x is the size scale over which the star formation relation
is evaluated (the ‘aperture size’), �t is the shortest2 evolutionary
phase from Figure 1, � is the separation length of independent re-
gions, and ⌧ is the total duration of the evolutionary timeline as in
Figure 1. In KL14, we showed that the observed scale dependence
of the scatter on the star formation relation (e.g. Bigiel et al. 2008;
Schruba et al. 2010; Onodera et al. 2010; Liu et al. 2011; Leroy
et al. 2013) is quantitatively reproduced by this simple model.3

The key insight drawn from reproducing the observed, scale-
dependent scatter with the simple schematic model of Figure 1, is
that the observed relation on 0.1–1 kpc scales provides information
on processes taking place on much smaller scales. Another impor-
tant implication is that the galactic-scale star formation relation re-
sults from taking an ensemble average over the cloud-scale physics.

1 Certain dwarf galaxies, high-redshift galaxies, and galaxy mergers may
represent exceptions to this idea if they host a limited number of star-
forming regions, or their star-forming regions are subject to a large-scale
synchronisation of their evolutionary states.
2 This minimization only draws from the gas and young stellar phases (tgas
and tstar) and does not include the ‘overlap’ phase tover.
3 While Figure 1 shows a Lagrangian model that follows a single idealised
region in time, a similar conclusion was reached by Feldmann et al. (2011,
2012) using a Eulerian model describing instantaneous snapshots of popu-
lations of independent regions.

This is particularly relevant for interpreting the recent work show-
ing that the cloud-scale star formation relations of actively star-
forming regions have gas depletion times (tdepl ⌘ Mgas/SFR)
shorter by a factor of 5–50 than the galactic star formation relation
(e.g. Heiderman et al. 2010; Lada et al. 2010, 2012).

In the context of the KL14 principle, the difference between
the star formation relations on cloud and galaxy scales is not sur-
prising. In order to place a single region in the same Mgas–SFR di-
agram as galaxies, it must both contain gas and star formation tracer
emission. For the timeline of Figure 1, this is equivalent to requir-
ing the region to reside in the overlap phase. As a result, cloud-scale
star formation relations cannot consider gaseous regions on the part
of the timeline preceding the overlap phase and they therefore omit
the gas emission from all regions outside the overlap phase. As-
suming that the gas flux of a gaseous region (i.e. a region residing
in the phase covered by tgas) does not strongly depend on the evo-
lutionary phase, this means that the gas depletion times of individ-
ual regions should be a factor of tover/tgas shorter than on galactic
scales. For fiducial values of tover ⇠ 3 Myr and tgas ⇠ 30 Myr,
this implies a bias of roughly one order of magnitude, which is con-
sistent with the large offset observed between tdepl ⇠ 100 Myr on
the cloud-scale (using CO, Heiderman et al. 2010; Lada et al. 2012)
and tdepl ⇠ Gyr on the scales of entire galaxies (Bigiel et al. 2008;
Schruba et al. 2011).4 An example of how to account for the region
selection bias in targeted star formation studies is given in Schruba
et al. (2017).

Next to setting the absolute value of the gas depletion time,
the part of the evolutionary timeline that is being traced should also
influence the scatter of the star formation relation. Selecting higher-
density gas (tracers) as in Lada et al. (2010) places even stronger
limits on the part of the evolutionary timeline that is being probed
than when using low-density gas (defined by using CO or a cer-
tain level of extinction), thus limiting the sample to regions at even
more similar evolutionary stages. As a result, the scatter on the star
formation relation should decrease towards higher gas densities, as
is indeed observed by Lada et al. (2010).

2.2 The scale dependence of the star formation relation
reveals cloud-scale physics

The second result presented in KL14 is that the way in which star
formation relations depend on the spatial scale is a direct probe
of the physics of star formation and feedback on the cloud scale. It
exploits the aforementioned notion that the observed star formation

4 This depletion time bias can be increased further by differences in the
adopted tracers. For instance, the quoted example adopts CO-based gas
masses and depletion times, but cloud-scale studies often use a dense gas
tracer like HCN or a minimum extinction contour containing even less mass
than traced with CO. Such a choice results in an even shorter gas depletion
time. Differences in SFR tracers are less important, because these are gen-
erally calibrated to translate the observed flux to a rate (which implicitly
involves division by a reference time-scale). This is why the cloud-scale
SFR inferred from young stellar object counts and galaxy-scale SFR mea-
surements using H↵ do not necessarily differ by orders of magnitude, even
though they technically trace different phases in Figure 1. These differences
and similarities between SFR and gas tracers are physical in nature and re-
flect the time evolution of the collapse and star formation process. No em-
pirical star formation relation is therefore intrinsically incorrect. However,
unless the appropriate care is taken to compare the right quantities, it may
be misleading to compare different star formation relations.
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Statistical method
Cartoon version II

• Time for which “star clusters” are “on” is set by 
stellar evolution


• As gas lifetime gets longer relative to this, 
clouds get more common relative star clusters


• Apertures focused on star clusters must show 
smaller tdep relative to mean of galaxy in order 
to compensate for larger number of gas clouds


• Fit ℬ = tdep(𝓁) / ⟨tdep⟩ as a function of aperture 
size 𝓁 to constrain cloud lifetime

Cloud-scale star formation across cosmic history 29

Figure 11. Predicted gas-to-stellar flux ratio bias as a function of the aperture size when focusing apertures on stellar peaks (bottom branches) or gas peaks
(top branches), as indicated by the grey labels in panel (a). In each panel, the effect of varying one model quantity is shown relative to the fiducial parameter
set (see Table 3). The values in the top right corner of each panel show the values used, with the fiducial choice shown in black. In the bottom right corner
of each panel, we list the nature of each quantity. The quantities varied in panels (a)–(c) are all free parameters in the model, meaning that they are fitted
for in Section 3.2.12. The quantities varied in panels (d)–(h) are all a function of the three free parameters in the top row, implying that while they will be
constrained during the fitting process, they are not free parameters as such. Finally, the quantity peak prof that is varied in panel (i) is fixed prior to starting
the fitting process. The figure shows that each of the free parameters has a unique effect on the shapes of the curves, implying that they are non-degenerate and
can therefore be measured by fitting our model to observed tuning fork diagrams.

cause �star and �gas depend on tover/tstar and tover/tgas, respec-
tively, a change of the model tuning fork diagram due to any of the
three time-scales can be accompanied by a change as seen in pan-
els (e) or (f). This could hamper the accuracy of the method if the
corresponding changes in �star and �gas would systematically can-
cel the impact of changing the above time-scales. However, there is
no obvious reason why the relations between �star and �gas should

scale with these time-scale ratios in a particular direction, or even
monotonically. The applications to simulated maps in Section 4,
as well as early applications of the method to observational data
(e.g. Kruijssen et al. 2018; Hygate et al. in prep.; Chevance et al. in
prep.) show no strong systematic patterns in these relations.

If the relation between �star(fstar,over) and �gas(fgas,over)
would be monotonic, we would still not expect any significant
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els (e) or (f). This could hamper the accuracy of the method if the
corresponding changes in �star and �gas would systematically can-
cel the impact of changing the above time-scales. However, there is
no obvious reason why the relations between �star and �gas should

scale with these time-scale ratios in a particular direction, or even
monotonically. The applications to simulated maps in Section 4,
as well as early applications of the method to observational data
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prep.) show no strong systematic patterns in these relations.

If the relation between �star(fstar,over) and �gas(fgas,over)
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The statistical method in practice16 Chevance et al.

.

�
10�1

100

101

Galactic

average

Focus on ionised gas peaks

Focus on molecular gas peaks

NGC628 tCO/tH� = 3.17
tfb/� = 0.11

.

�

NGC3351 tCO/tH� = 3.02
tfb/� = 0.10

.

�

NGC3627 tCO/tH� = 2.62
tfb/� = 0.12

.

�
10�1

100

101

R
el

at
iv

e
ch

an
ge

of
ga

s-
to

-S
F

R
flu

x
ra

ti
o

NGC4254 tCO/tH� = 2.28
tfb/� = 0.19

.

�

NGC4303 tCO/tH� = 2.02
tfb/� = 0.19

.

�

NGC4321 tCO/tH� = 2.51
tfb/� = 0.14

.

�

102 103 104
10�1

100

101

NGC4535 tCO/tH� = 3.19
tfb/� = 0.13

.

�

102 103 104

Aperture size [pc]

NGC5068 tCO/tH� = 1.73
tfb/� = 0.07

.

�

102 103 104

NGC5194 tCO/tH� = 3.40
tfb/� = 0.14

Figure 2. Relative change of the gas-to-SFR (CO-to-H↵) flux ratio compared to the galactic average as a function of aperture size, for apertures placed on CO
emission peaks (blue) and H↵ emission peaks (red). The error bars indicate the 1� uncertainty on each individual data point, whereas the shaded areas indicate
the effective 1� uncertainty range that accounts for the covariance between the data points and should be used when visually assessing the quality of the fit.
The horizontal solid line indicates the galactic average and the dotted line is the best-fitting model (Kruijssen et al. 2018), which allows us to constrain the
GMC lifecycle. The arrows indicate the best-fitting values of the region separation length �, which is always resolved given the minimum aperture sizes. The
ratios tCO/tH↵ (controlling the asymmetry between the two branches) and tfb/⌧ (controlling the flattening of the branches) are indicated in the bottom-right
corner of each panel.

galactic environment: they range between 10 and 30 Myr across
our galaxy sample. This range of values for the molecular cloud
lifetime is consistent with those found in previous studies combin-
ing region classification with statistical incidence arguments (e.g.
Engargiola et al. 2003; Kawamura et al. 2009; Meidt et al. 2015;
Corbelli et al. 2017) and those based on the same statistical method

used here (Kruijssen et al. 2019; Hygate et al. 2019a). This is dis-
cussed in more detail in Section 6.2.

The above results have two important implications. First, they
favour theories suggesting that molecular clouds are short-lived,
transient objects that form, evolve, and disperse on a (cloud-scale
or galactic) dynamical time (e.g. Elmegreen 2000; Dobbs et al.
2011; Grudić et al. 2018; Jeffreson & Kruijssen 2018; Semenov
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Figure 1 – continued
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Figure 1 – continued

time) depends strongly on the local evolutionary state of the ISM
(Schruba et al. 2010; Kruijssen & Longmore 2014).

In the context of the above interpretation, the observed scat-
ter around the star formation relation on small scales results from
the statistically-insufficient sampling of the different star forma-

tion phases. Conversely, the strong correlation between gas mass
and SFR observed on galactic scales results from averaging over
many regions that collectively sample the full evolutionary lifecycle
spanning the successive phases of star formation. In this work, we
use the statistical method first presented in Kruijssen & Longmore
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GMC lifetimes
Results and implications

• Mean GMC lifetime is ~20-25 
Myr, which is a few × tff


• Short lifetime means GMCs only 
have time to convert ~5% of 
their mass to stars before dying


• Short “overlap” phase means 
GMCs disrupted quickly once 
(massive) stars form

18 Chevance et al.

Figure 4. Evolutionary timeline of molecular clouds, star formation, and feedback for each of the nine galaxies. From top to bottom, the galaxies are ordered
by increasing galaxy stellar mass. Orange indicates when only CO emission is visible (with duration tCO � tfb), purple indicates when only H↵ emission is
visible (with duration tstar,ref = tH↵ � tfb), and maroon indicates the ‘overlap’ phase, when the region emits both in CO and H↵ (with duration tfb). The error
bars on the left indicate the uncertainty on tCO, whereas the error bars in the middle indicate the uncertainty on tfb.

that unembedded massive star formation correlates strongly with
cloud dispersal, as indicated by the short overlap times in Figure 4
(see Section 4.3.1 below), which constitute 9�18 per cent of the
entire timeline (also see Figure 2). In principle, some massive stars
may form earlier and remain embedded, so that they are not visible
in H↵. We reiterate here that this would not affect our measure-
ments of the cloud lifetimes, but only increase the duration of the
overlap phase, because the reference time-scale tstar,ref to which our
results are calibrated refers to the duration of the unembedded H↵-
bright phase, without associated CO emission. We note that this
holds under the assumption that new massive stars form as long
as the region contains CO-bright molecular gas. In this context,
the duration tstar,ref is not affected by extinction and the extent to
which embedded massive star formation would extend the dura-
tion of the overlap phase can be determined by applying the same
methodology to galaxies for which high-resolution 24µm maps are
available. For NGC300, including embedded star formation would
increase the duration of the overlap phase (tfb/⌧ = 0.1) by only
a few per cent (Kruijssen et al. 2019). Because NGC300 is a low-
mass, half-solar metallicity galaxy, we might expect a stronger ef-
fect in more massive galaxies with higher cloud column densities.
In particular, if massive stars are forming in a CO-dark environ-
ment, or if star formation stops before the CO gas has been cleared,
tstar,ref might be affected by extinction. In a future paper, we plan
to systematically address the impact of embedded massive star for-
mation on the relative durations of the inert, isolated CO phase and
the overlap phase (J. Kim et al. in prep.). Without further evidence,
the strong correlation between massive star formation and the end
of the CO-bright phase that we find here suggests a causal relation
(see Section 4.3.1). This extends the result previously obtained for

galactic) dynamical time, which leaves little time for multiple cycles prior
to massive star formation (also see footnote 5.

NGC300, i.e. that stellar feedback is a likely, if not dominant driver
of molecular cloud dispersal (Kruijssen et al. 2019), to a wide vari-
ety of nearby star-forming galaxies.

4.3 Other derived quantities

In addition to the molecular cloud lifetime, our analysis allows us
to constrain a wide variety of other physical quantities. These will
be described in more detail in follow-up papers, but here we already
summarise some of the key results.

4.3.1 Feedback time-scale

The duration of the feedback phase (tfb), during which molecu-
lar clouds and HII regions coexist, is relatively short, with tfb =
1�5 Myr, and also exhibits environmental variation between galax-
ies. For four of the galaxies in our sample (NGC628, NGC3351,
NGC3627, and NGC5068), this feedback time is significantly
shorter than the typical lower limit of 4 Myr at which the first su-
pernovae explode (e.g. Leitherer et al. 2014), whereas for another
two (NGC4321 and NGC4535) it is marginally shorter or consis-
tent with 4 Myr. Under the assumption that the embedded phase of
massive star formation is short (i.e. . 1 Myr, see the discussion in
Sections 2.3 and 4.2, as well as e.g. Prescott et al. 2007; Hollyhead
et al. 2015; Kruijssen et al. 2019), this implies that, in these envi-
ronments, early feedback mechanisms such as winds, photoionisa-
tion or radiation pressure must be the dominant processes driving
the destruction of molecular clouds.

The short feedback time-scales are not achieved by dynami-
cal cloud dispersal without associated massive star formation. As
explained in Section 3, our methodology fundamentally constrains
the time spent in a CO-bright phase until associated H↵ emission.
If clouds would disperse dynamically without massive star forma-
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