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Outline
• General considerations: resolved vs. unresolved, field vs. cluster


• Resolved populations

• The IMF in the field

• The IMF in star clusters

• The most massive clusters


• Unresolved populations

• H𝛼-based methods for star-forming galaxies


• Spectral feature methods for passive galaxies

• M/L methods for passive galaxies



General considerations
• Massive stars have very short lifetimes. Implications:

• Can only study massive part of the IMF in young regions

• Can be hard to study the low-mass part of the IMF in these regions —worse 

statistics, and usually not on the main sequence yet

• As a result, studies of low-mass and high-mass parts of the IMF often done 

separately, in different regions and with different methods


• Individual stars are only resolvable out to ~M31 distances. Within this distance, 
star-forming environment properties cover the range:

• Metallicity Z/Z⊙ ~ 0.2 (SMC) to 2 (MW centre)

• Gas surface density (at kpc scales) ~ 0.1 (SMC) to 300 (MW centre) M⊙ pc−2

• Relatively large dwarfs (SMC) through medium spirals (MW, M31)

• NO mergers, starbursts, ULIRGs, wimpy dwarfs, very metal poor systems — 

these can ONLY be studied using unresolved stellar populations 



The IMF in the Galactic Field
• For stars with mass low enough that lifetime ≳ 10 Gyr age of the Galaxy (mass 

≲ 1 M⊙), best statistics come from using whole galactic field — samples of 
>106 possible


• Spectroscopy of large samples is expensive, particularly for dim targets, so 
biggest samples are photometric only


• Basic steps in a field IMF measurement

• Measure apparent luminosity function (LF) and colour distribution

• Use distance estimates / colours to convert to intrinsic LF

• Correct for biases (extinction, Malmquist, metallicity)

• Correct for unresolved binaries

• Convert corrected LF to mass distribution



LFs and distances
Sources and methods

• Apparent LFs are relatively easy to obtain 
from large sky surveys (e.g. SDSS)


• Distances are bigger challenge:

• Pre-Gaia, parallax distances only 

available for bright, nearby stars → 
studies used CMD for sample with 
parallax distances to convert colour to 
absolute magnitude for all other stars


• Post-Gaia, parallax sample ~105, can get 
distances directly (though still smaller 
sample than colour-based studies)
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Figure 5. Color–color diagrams of the final photometric sample with the 5 Gyr isochrones of Baraffe et al. (1998, red dashed line) and Girardi et al. (2004, yellow
dashed line) overplotted. The contours represent 0.2% of our entire sample, with contours increasing every 10 stars per 0.05 color–color bin. Note that the model
predictions fail by nearly 1 mag in some locations of the stellar locus.
(A color version of this figure is available in the online journal.)
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Figure 6. Hess diagram for objects identified as stars in the SDSS pipeline, but
as galaxies with high-resolution ACS imaging in the COSMOS footprint (red
filled circles). The black points show 0.02% of the final stellar sample used in
the present analysis. Note that galaxy contamination is the most significant at
faint, blue colors. These colors and magnitudes are not probed by our analysis,
since these objects lie beyond our 4 × 4 × 4 kpc distance cut.
(A color version of this figure is available in the online journal.)

stars, clusters, etc.), and mathematical relations are fitted to their
color (or spectral type)—absolute magnitude locus. Thus, the
color of a star can be used to estimate its absolute magnitude,
and in turn, its distance, by the well-known distance modulus
(m − M):

mλ,1 − Mλ,1(mλ,1 − mλ,2) = 5logd − 5, (1)

where dis the distance, mλ,1 is the apparent magnitude in one
filter, and mλ,1 −mλ,2 is the color from two filters, which is used
to calculate the absolute magnitude, Mλ,1.

There have been multiple photometric parallax relations,10

as shown in Figure 7, constructed for low-mass stars observed
by SDSS (Hawley et al. 2002; Williams et al. 2002; West et al.

10 Photometric parallax relations are often referred to as color–magnitude
relations. We use both names interchangeably throughout this manuscript.
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Figure 7. Mr vs. r − i CMD. The parallax stars from the nearby star sample are
shown as filled circles, and the best-fit line from Table 4 is the solid red line.
Other existing parallax relations are plotted for comparison: West et al. (2005,
purple dash-dotted line), Jurić et al. (2008, their “bright” relation; green dash-
dotted line), Sesar et al. (2008, yellow dash-dotted line), and D. A. Golimowski
et al. (2010, in preparation, solid blue line). The original West et al. (2005)
relations have been transformed using the data from their Table 1. In addition,
the 5 Gyr isochrone from the Baraffe et al. (1998) models appears as the dashed
line.
(A color version of this figure is available in the online journal.)

2005; Jurić et al. 2008; Sesar et al. 2008; D. A. Golimowski et al.
2010, in preparation). There is a spread among the relations,
seen in Figure 8, which are valid over different color ranges.
Additional photometry in ugrizJHKs of a large sample of nearby

Colour-magnitude diagram for stars with parallax 
distances (c. 2010 data) — Bochanski+ 2010



Bias mitigation
For both photometric and parallax studies

• Extinction bias: distant objects are both reddened and dimmed, so stars 
assigned artificially low luminosities → mass is underestimated


• Malmquist bias: near magnitude limit of sample, errors are asymmetric: stars 
more likely to be kept if error is positive (makes star look brighter) than 
negative (makes star look dimmer) → mass on average overestimated


• Metallicity bias (for photometric method): empirical CMD used to assign 
luminosities is based on nearby stars, which have higher mean metallicity 
than full sample (since metal-poor stars more common at large scale height) 
→ metal-poor stars are bluer, so magnitude assigned is to bright, mass is 
overestimated



Binarity correction
The biggest bias of all

• Some fraction of stars are unresolved binaries


• Complex effects; depends on mass ratio q:

• If q ≲ 0.3, primary much brighter, secondary 

not seen at all → properties of primary 
recovered correctly, but secondary missed


• If q ≈ 1, colour unaffected, but true luminosity 
= 2 × value of single star → error in distance 
or mass, depending on how luminosity is used


• Must be modelled based on a priori knowledge 
of binary fraction, mass ratio distribution Simulated CMD including the effects of binaries, 

being matched to observed CMD from Gaia 
(Sollima 2019)

The IMF of the solar neighbourhood 2383

Figure 3. Comparison between the synthetic (bottom-left panel) and observed (bottom-central panel) CMD of the nearby sample. The contributions of single
stars (top-left panel) and binaries (top-central panel) to the synthetic CMD are shown separately. The observed (black) and synthetic (red; grey in the printed
version of the paper) G-band luminosity functions are compared in the bottom-right panel.

which can be estimated only assuming a SFH. This last function
can be determined on the basis of the overall distribution of stars in
the CMD (Robin, Creze & Mohan 1989).

For this purpose, I simulated the CMD of the bright sample as
the superposition of stellar populations with different ages. The
number and width of the age bins determining the resolution of the
derived SFH should be chosen as a compromise to ensure flexibility
while limiting the degeneracy caused by the increasing number of
free parameters. Two cases were considered: (i) a low-resolution
SFH defined by four stellar populations (with ages log t/yr < 9, 9
< log t/yr < 9.5, 9.5 < log t/yr < 9.9 and 9.9 < log t/yr < 10)
and (ii) a high-resolution SFH defined by 10 stellar populations
with ages evenly spaced from 0 to 10 Gyr with a width of 1 Gyr.
Within each age bin, star ages were randomly extracted so that they
evenly populated the bin. The age upper limit was chosen from
the comparison between the lower envelope of the subgiant branch
observed in the CMD of the bright sample with the MESA isochrone
with suitable metallicity (see below).

It is well known that stars at different heights above the Galactic
plane have different ages and metallicity distributions. This is a

consequence of the dependence of the star formation efficiency on
the density and on the secular evolution of the vertical distribution
of stars, and of the increasing contamination of the thick disc (see
Section 1). To account for these effects, the vertical variations of
the age and metallicity distributions were modelled. In particular,
the density of stars in each age bin was fitted with an exponential
function with scaleheight hZ(t). To determine the appropriate scale-
height, a synthetic CMD assuming a constant SFR and a Kroupa
(2001) IMF3 was simulated and a selection box in the CMD was
defined where the fraction of synthetic particles in the considered
age interval is > 90 per cent. The bright sample stars comprised
within the appropriate selection box of the dereddened colour–
absolute magnitude diagram were used to search for the value of hZ

3The synthetic CMD simulated in this task is used only to define the selection
box used to compute the vertical scaleheight of stellar populations as a
function of their ages. The adopted shape of the IMF as well as the adopted
binary fraction and SFR have almost no effect on the final result.

MNRAS 489, 2377–2394 (2019)

D
o
w

n
lo

a
d
e
d
 fr

o
m

 h
ttp

s
://a

c
a
d
e
m

ic
.o

u
p
.c

o
m

/m
n
r
a
s
/a

r
tic

le
/4

8
9
/2

/2
3
7
7
/5

5
6
1
4
0
4
 b

y
 R

.G
. M

e
n
z
ie

s
 L

ib
r
a
r
y
, B

u
ild

in
g
 #

2
, A

u
s
tr

a
lia

n
 N

a
tio

n
a
l U

n
iv

e
r
s
ity

, M
a
r
k
 K

r
u
m

h
o
lz

 o
n
 1

5
 S

e
p
te

m
b
e
r
 2

0
2
0



From luminosity to mass functions
• Convert corrected LF to mass 

function using empirical or 
theoretical mass-magnitude 
relation (MMR)


• Empirical MMRs come from 
binary star dynamical mass 
measurements; also subject to 
metallicity bias


• Theoretical MMRs uncertain, 
particularly for low-mass stars 
at red colours, where 
molecular opacities in stellar 
atmospheres are complex

Mass functions derived using different assumed unresolved binary fractions (left) 
three different theoretical MMRs (right) — Sollima 2019

2384 A. Sollima

Figure 4. Left panel: PDMF of the solar neighbourhood in the low-mass regime (M < 1 M⊙) for different assumptions of the binary fraction fb. The inset
shows the behaviour of the penalty function ξ as a function of fb. Right panel: comparison between the MF derived using different sets of isochrones, quality
cuts and limiting G magnitudes. The shaded area indicate the 1σ uncertainties. All the MFs are normalized to their values at 1 M⊙.

Table 1. PDMF of the solar neighbourhood in the subsolar
mass regime. The determinations using two different stellar
evolution models are listed. In both cases, the adopted magni-
tude interval is 7.5 < G < 18.

log M/M⊙ MESA PARSEC
fb = 25 per cent fb = 30 per cent
σ Fe, hi = 0.13 σ Fe, hi = 0.14

log ψ ϵlog ψ log ψ ϵlog ψ

−0.953 1.03 0.03 1.10 0.01
−0.811 1.22 0.01 1.08 0.02
−0.704 1.08 0.03 1.00 0.02
−0.619 0.86 0.05 0.91 0.03
−0.547 0.79 0.04 0.82 0.05
−0.486 0.62 0.04 0.71 0.03
−0.432 0.50 0.04 0.64 0.06
−0.385 0.42 0.05 0.57 0.06
−0.342 0.36 0.03 0.51 0.06
−0.302 0.26 0.06 0.43 0.06
−0.266 0.32 0.03 0.39 0.07
−0.233 0.26 0.04 0.33 0.06
−0.202 0.23 0.05 0.29 0.07
−0.174 0.25 0.04 0.31 0.05
−0.147 0.15 0.05 0.22 0.05
−0.121 0.08 0.05 0.15 0.06
−0.097 0.13 0.05 0.12 0.07
−0.074 0.08 0.08 0.02 0.05
−0.053 0.18 0.05 0.16 0.10
−0.032 0.08 0.18 0.08 0.11

that maximizes the log-likelihood

ln L = −N ln hZ − N ln
[

1 − exp
(

−Zmax

hZ

)]

+
N∑

i=1

ln
∫ ∞

−∞
exp

[
− (p − pi)2

2ϵ2
i

− |p−1 sin bi + Z⊙|
hZ

]
dp,

where Zmax = 390 pc and Z⊙ = 1.4 pc (see Section 2). Because
the bright magnitude cut at G = 7.5 removes most of the bright

stars at small heliocentric distances, altering the overall shape of
the distribution, I relaxed this criterion only for this task, thus
including all stars brighter than G < 18. Note that the (possible)
incompleteness at bright magnitudes affects only the brightest stars
in the youngest age bin at small distances, while the fit is driven by
the tails of the distribution. Therefore, this exception is not expected
to affect the final result. As expected, the best-fitting scaleheights
for the corresponding age bins increase with age (see Fig. 5).
For each age bin, synthetic particles were distributed at different
heights above the Galactic plane, according to the corresponding
distribution, and homogeneously along the direction parallel to the
Galactic plane over a volume twice as large as that defined for the
bright sample.

The metallicity distribution at different heights above the Galactic
plane was estimated by best-fitting the colour distribution of MS
stars (4.5 < MG < 6.5) selected from the Gaia catalogue in four
slices at different heights ⟨|Z|⟩ from 50 to 350 pc with a 100-
pc width. The absolute magnitudes and dereddened GBP − GRP

colours of these stars were calculated using equations (1) and (2).
A synthetic CMD of that portion of the CMD was simulated using
the technique described in Section 3.1 and the best-fitting binary
fraction fb = 25 per cent derived in the nearby sample (appropriated
for these low-mass stars). In each slice, the metallicity distribution
was modelled as an asymmetric Gaussian characterized by a mode
([Fe/H]peak) and two different standard deviations at the two sides of
the distribution (σ Fe, low and σ Fe, hi). The values of these parameters
that minimize the penalty function of equation (3) were chosen
as representative of the considered slice. At increasing heights
above the Galactic plane, the metallicity distribution appears to
shift toward the metal-poor range, becoming more symmetric and
having increasing dispersions at both sides (see Fig. 6). It is worth
noting that the derived metallicity variations are relatively small.
This is not surprising as the expected contamination from thick disc
stars is small: a comparison with the model of Robin et al. (2003)
suggests that only 3.3 per cent of the stars in the bright sample
should belong to the thick disc. The metallicity of each star was then
extracted by linearly interpolating through the defined distributions

MNRAS 489, 2377–2394 (2019)
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IMFs in young clusters
General considerations

• Advantages:

• Only way to probe IMF of stars ≳ few M⊙

• Near-uniform metallicity, distance, foreground dust → greatly reduced bias

• Low-mass stars / brown dwarfs brighter when young, can go to lower mass


• Disadvantages:

• Much worse statistics (~103 - 104 stars instead of ~105 - 106)

• Low-mass stars will be pre-main sequence → much more uncertain MMR

• Need to separate cluster members from foreground / background objects

• Differential extinction due to dust within the cluster

• Dynamical ejections / mass segregation may be a concern



Example: the ONC
Best Galactic case

• LF in Orion Nebula Cluster (ONC) 
measured using HST down into 
the brown dwarf / planet regime


• d = 400 pc from parallax, 
extinction well-mapped


• Can separate background based 
on colours


• Age distribution roughly known 
— reduces MMR uncertainty

correction to the models has been introduced in PaperI. In the
current work, we adopt the corrected models and use them
to assign synthetic absolute M130 and M139 magnitudes to
simulated stars.

3.1.3. The Spatial Distribution

As visible in Figure 3, the objects within the CMD fitting
region (orange) have a centrally concentrated distribution,
while the objects outside the same region (cyan) are much more
uniformly distributed. The definition of the CMD fitting region
is provided in Section 3.1.6; it suffices to say here that this is

the CMD region where background contamination is minimal
and the cool, low-mass ONC members are bluer than the
background objects and clearly separated from them.
The detectability of a source of given intrinsic magnitude

depends on the local crowding around that source, on the
brightness of the local background, and on the extinction in
front of such source. All these factors are highly spatially
variable in the ONC. In simulating a CMD, the assumed
position of a source contributes to determining whether it will
end up being detected and where it will lie in the CMD. This
means that one has to assume an underlying 3D spatial

Figure 3. Spatial distribution of all the observed sources, with the sources within the fit region (green-shaded area in Figure 1, left panel) in orange and the other
sources in cyan. The orange-shaded area in the main panel corresponds to the current WFC3/IR observations footprint. The upper-left and lower-right panels show the
marginal R.A. and decl. distributions of the data. Overlaid in brown in such panels is the histogram for 2000 objects drawn from the adopted model spatial distribution,
a spherically symmetric distribution with r rµ -r0

0.2 and center in (R.A., decl.) = (05:35:16.26 hr, −05:23:16.4 degrees), and landing within the observations
footprint. The background image in the main panel is the foreground extinction map adopted for our simulations of ONC members (Scandariato et al. 2011). The map
used for estimating the extinction of simulated background sources (Figure 1) is not shown (said map is also from Scandariato et al. 2011). The upper-right panel
shows the histogram of AV values for both the foreground extinction map used for ONC objects (blue) and the foreground plus ONC molecular cloud extinction map
used background objects (red).
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The Astrophysical Journal, 896:80 (21pp), 2020 June 10 Gennaro & Robberto

Blue dots = background objects, orange = ONC stars; background shading = 
dust extinction map; Gennaro & Roberto 2020



ONC results
• ONC IMF roughly roughly consistent, with errors, with measured field IMF


• Exact details depend on assumed age distribution, binary corrections


• Clearly detected turnover of ~few × 0.1 M⊙

Figure 4. BPL IMF fit results, 1 Myr case. Top row, left, and center-left: color and magnitude distributions of the observed stars (cyan), with superimposed the color
and magnitude distributions from the best-fit IMF parameters (red), and from 1000 draws from the posteriors (yellow-orange). Note the overall good fit to the
luminosity function. The sharp peaks in the simulated color distribution function, however, show that the simulations underestimate the existing color spread. Top
row, center-right panel: masses drawn from the best-fit IMF (black) and from 1000 samples from the posterior (gray). Red/yellow: corresponding observable masses
within the CMD fitting region, note the high-mass drop due to our high-mass saturation cutoff and the low-mass drop due to incompleteness. Top row, right panel,
comparison of the best-fit IMF with the standard Kroupa (2001) and Chabrier (2003) Galactic Disk IMFs. Bottom: corner plot for the fit parameters. The median and
the limits of the 68% credible interval (1σ) are reported for each variable.
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The Astrophysical Journal, 896:80 (21pp), 2020 June 10 Gennaro & Robberto

Figure 5. LN IMF fit results, 1 Myr burst SFH case. See Figure 4 for an explanation.
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The Astrophysical Journal, 896:80 (21pp), 2020 June 10 Gennaro & Robberto

Figure 7. BPL IMF fit results, 1 Myr burst SFH case, with BF left as a free fit parameter. See Figure 4 for an explanation.
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The Astrophysical Journal, 896:80 (21pp), 2020 June 10 Gennaro & Robberto

Figure 9. LN IMF fit results, 1 Myr burst SFH case, with BF left as a free fit parameter. See Figure 4 for an explanation.
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ONC IMFs for 
different assumed 
star formation 
histories and 
different 
functional forms 
— Gennaro & 
Robberto 2020



Example: M31 / PHAT
Best extragalactic case

• In M31 using HST, can see individual stars down 
to ~2 - 3 M⊙ in ~100 clusters 5 - 25 Myr old — 
probably best measurement of high mass IMF in 
resolved stars


• High mass slope in individual clusters has big 
uncertainties due to small number of stars, but 
large number of clusters provide strong 
constraint on IMF in galaxy as a whole


• No distance uncertainty, minimal extinction 
uncertainty

of a typical cluster used in this study are shown in Figures 1
and 2.

For the purposes of this paper, we only use optical
photometry, which contains the most information about the
IMF slope, particularly when modulated by observational and
computational considerations. In principle, the full spectral
energy distribution (SED) of each star can increase the degree
of precision to which we know its mass, and, in turn provide
improved constraints on the IMF. However, the UV and IR
photometry in PHAT clusters typically contains fewer than
∼50% the number of stars detected in the optical, reducing their
statistical utility for constraining the MF slope (see Weisz et al.
2013). PHAT UV imaging is significantly shallower (∼2 mag)
than the optical, even along the main sequence, resulting in
many fewer sources detected. The IR also yields far fewer main
sequence stars as a result of significant crowding due to the
lower angular resolution of the WFC3/IR camera.

There are also subtle systematics associated with non-optical
bands. For example, the UV and IR bolometric corrections are
not as certain as those in the optical, particularly for massive,
metal-rich stars, which can introduce systematics into our
analysis.

Finally, the modest gain (at best) in precision in the MF
slope of each cluster must be balanced against the computa-
tional cost of processing >10 million additional ASTs. Thus, by
only reducing and analyzing the optical data, we retain virtually
all statistical leverage on measuring the MF slope, but save
considerably on computational costs.

However, analysis of the full stellar SEDs is valuable for
searching for the most massive stars in clusters. In addition to
the slope, the maximum stellar mass plays a fundamental role
in defining the high-mass IMF, but is unconstrained by the
approach we use to measure the MF slope (e.g., Weisz et al.
2013). An investigation of the most massive stars in the PHAT
area is the subject on an ongoing study and will be presented in
a future paper.

For each cluster, we ran ∼50,000 ASTs by adding stars of
known luminosities one at a time (to avoid artificially
enhancing crowding effects) into the PHAT optical images of
each cluster. The input ASTs were uniformly distributed over
each cluster’s CMD and spatially distributed approximately
according to each cluster’s light profile. Extensive testing
showed that such a spatial scheme was necessary to accurately
characterize the completeness and photometric uncertainty
profiles of the clusters, as a simple uniform spatial scheme
results in overly optimistic completeness and photometric
uncertainty profiles. Similarly, our adoption of a uniform
distribution of ASTs in CMD space (as opposed to only
matching a given cluster’s CMD) is necessary to evaluate all
possible cluster models (i.e., all combinations of age, mass,
metallicity, membership, IMF). In contrast, only using ASTs
that roughly follow a cluster’s observed CMD would result in a
poor noise model for less obvious possible combinations of
cluster properties (e.g., stochastic sampling of the IMF can be
degenerate with cluster age), inhibiting a comprehensive search
of likelihood space. Finally, we tested the effects of the number
of ASTs (ranging from 10,000 to >100,000) used on the
recovery of cluster parameters. We found that 50,000 ASTs
provided an optimal balance between stability of the solutions
and computational efficiency.

2.3. Artificial Clusters

We use extensive sets of artificial clusters to verify the
accuracy of each component of our MF determinations,
including photometry, ASTs, and CMD modeling. The
artificial clusters were designed to match the physical proper-
ties of our real cluster sample and span a range of physical
parameters (age, mass, size, extinction) that encompass the real
clusters. The artificial clusters were inserted into images at a
range of galactocentric radii and environments to capture the
full range of background densities in PHAT. Overall, the
artificial cluster tests confirmed that we can accurately recover

Figure 1. HST/ACS optical color image of AP 94, a typical cluster analyzed in
this paper. The angular high-resolution of HST allows us to resolve the
individual stars clusters at the distance of M31. For reference, the image is
∼60 pc on each side.

Figure 2. Panel (a): the optical CMD of AP 94. The gray points are below the
nominal completeness limit, and were not included in the CMD analysis. For
reference, we indicate the main sequence turn-off masses on the left-hand side
and over-plot the best fitting isochrone for this cluster (see Section 3.1 and
Figure 3). Panel (b): the background CMD constructed by selecting all stars in
an annulus surrounding the cluster that has 10x times the cluster area. The
black points in this CMD are used to statistically model background
contribution to the cluster CMD.
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of a typical cluster used in this study are shown in Figures 1
and 2.

For the purposes of this paper, we only use optical
photometry, which contains the most information about the
IMF slope, particularly when modulated by observational and
computational considerations. In principle, the full spectral
energy distribution (SED) of each star can increase the degree
of precision to which we know its mass, and, in turn provide
improved constraints on the IMF. However, the UV and IR
photometry in PHAT clusters typically contains fewer than
∼50% the number of stars detected in the optical, reducing their
statistical utility for constraining the MF slope (see Weisz et al.
2013). PHAT UV imaging is significantly shallower (∼2 mag)
than the optical, even along the main sequence, resulting in
many fewer sources detected. The IR also yields far fewer main
sequence stars as a result of significant crowding due to the
lower angular resolution of the WFC3/IR camera.

There are also subtle systematics associated with non-optical
bands. For example, the UV and IR bolometric corrections are
not as certain as those in the optical, particularly for massive,
metal-rich stars, which can introduce systematics into our
analysis.

Finally, the modest gain (at best) in precision in the MF
slope of each cluster must be balanced against the computa-
tional cost of processing >10 million additional ASTs. Thus, by
only reducing and analyzing the optical data, we retain virtually
all statistical leverage on measuring the MF slope, but save
considerably on computational costs.

However, analysis of the full stellar SEDs is valuable for
searching for the most massive stars in clusters. In addition to
the slope, the maximum stellar mass plays a fundamental role
in defining the high-mass IMF, but is unconstrained by the
approach we use to measure the MF slope (e.g., Weisz et al.
2013). An investigation of the most massive stars in the PHAT
area is the subject on an ongoing study and will be presented in
a future paper.

For each cluster, we ran ∼50,000 ASTs by adding stars of
known luminosities one at a time (to avoid artificially
enhancing crowding effects) into the PHAT optical images of
each cluster. The input ASTs were uniformly distributed over
each cluster’s CMD and spatially distributed approximately
according to each cluster’s light profile. Extensive testing
showed that such a spatial scheme was necessary to accurately
characterize the completeness and photometric uncertainty
profiles of the clusters, as a simple uniform spatial scheme
results in overly optimistic completeness and photometric
uncertainty profiles. Similarly, our adoption of a uniform
distribution of ASTs in CMD space (as opposed to only
matching a given cluster’s CMD) is necessary to evaluate all
possible cluster models (i.e., all combinations of age, mass,
metallicity, membership, IMF). In contrast, only using ASTs
that roughly follow a cluster’s observed CMD would result in a
poor noise model for less obvious possible combinations of
cluster properties (e.g., stochastic sampling of the IMF can be
degenerate with cluster age), inhibiting a comprehensive search
of likelihood space. Finally, we tested the effects of the number
of ASTs (ranging from 10,000 to >100,000) used on the
recovery of cluster parameters. We found that 50,000 ASTs
provided an optimal balance between stability of the solutions
and computational efficiency.

2.3. Artificial Clusters

We use extensive sets of artificial clusters to verify the
accuracy of each component of our MF determinations,
including photometry, ASTs, and CMD modeling. The
artificial clusters were designed to match the physical proper-
ties of our real cluster sample and span a range of physical
parameters (age, mass, size, extinction) that encompass the real
clusters. The artificial clusters were inserted into images at a
range of galactocentric radii and environments to capture the
full range of background densities in PHAT. Overall, the
artificial cluster tests confirmed that we can accurately recover

Figure 1. HST/ACS optical color image of AP 94, a typical cluster analyzed in
this paper. The angular high-resolution of HST allows us to resolve the
individual stars clusters at the distance of M31. For reference, the image is
∼60 pc on each side.

Figure 2. Panel (a): the optical CMD of AP 94. The gray points are below the
nominal completeness limit, and were not included in the CMD analysis. For
reference, we indicate the main sequence turn-off masses on the left-hand side
and over-plot the best fitting isochrone for this cluster (see Section 3.1 and
Figure 3). Panel (b): the background CMD constructed by selecting all stars in
an annulus surrounding the cluster that has 10x times the cluster area. The
black points in this CMD are used to statistically model background
contribution to the cluster CMD.
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of a typical cluster used in this study are shown in Figures 1
and 2.
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considerably on computational costs.
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searching for the most massive stars in clusters. In addition to
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approach we use to measure the MF slope (e.g., Weisz et al.
2013). An investigation of the most massive stars in the PHAT
area is the subject on an ongoing study and will be presented in
a future paper.

For each cluster, we ran ∼50,000 ASTs by adding stars of
known luminosities one at a time (to avoid artificially
enhancing crowding effects) into the PHAT optical images of
each cluster. The input ASTs were uniformly distributed over
each cluster’s CMD and spatially distributed approximately
according to each cluster’s light profile. Extensive testing
showed that such a spatial scheme was necessary to accurately
characterize the completeness and photometric uncertainty
profiles of the clusters, as a simple uniform spatial scheme
results in overly optimistic completeness and photometric
uncertainty profiles. Similarly, our adoption of a uniform
distribution of ASTs in CMD space (as opposed to only
matching a given cluster’s CMD) is necessary to evaluate all
possible cluster models (i.e., all combinations of age, mass,
metallicity, membership, IMF). In contrast, only using ASTs
that roughly follow a cluster’s observed CMD would result in a
poor noise model for less obvious possible combinations of
cluster properties (e.g., stochastic sampling of the IMF can be
degenerate with cluster age), inhibiting a comprehensive search
of likelihood space. Finally, we tested the effects of the number
of ASTs (ranging from 10,000 to >100,000) used on the
recovery of cluster parameters. We found that 50,000 ASTs
provided an optimal balance between stability of the solutions
and computational efficiency.

2.3. Artificial Clusters

We use extensive sets of artificial clusters to verify the
accuracy of each component of our MF determinations,
including photometry, ASTs, and CMD modeling. The
artificial clusters were designed to match the physical proper-
ties of our real cluster sample and span a range of physical
parameters (age, mass, size, extinction) that encompass the real
clusters. The artificial clusters were inserted into images at a
range of galactocentric radii and environments to capture the
full range of background densities in PHAT. Overall, the
artificial cluster tests confirmed that we can accurately recover

Figure 1. HST/ACS optical color image of AP 94, a typical cluster analyzed in
this paper. The angular high-resolution of HST allows us to resolve the
individual stars clusters at the distance of M31. For reference, the image is
∼60 pc on each side.

Figure 2. Panel (a): the optical CMD of AP 94. The gray points are below the
nominal completeness limit, and were not included in the CMD analysis. For
reference, we indicate the main sequence turn-off masses on the left-hand side
and over-plot the best fitting isochrone for this cluster (see Section 3.1 and
Figure 3). Panel (b): the background CMD constructed by selecting all stars in
an annulus surrounding the cluster that has 10x times the cluster area. The
black points in this CMD are used to statistically model background
contribution to the cluster CMD.
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PHAT result

derived physical property PDFs are shown in Figures 2 and 3.
Effectively, there are ∼120 stars (after background correction)
between ∼3 and 15Me on the upper MS that are used for MF
determination. Given these numbers, from Figure 7 in Weisz
et al. (2013), we expect a theoretical uncertainty of~ o0.3 on
its MF slope. In comparison, the 1-σ uncertainty from the
marginalized MF PDF in Figure 3 is ±0.32, which is very close
to theoretical expectation. Uncertainties in cluster membership,
the exact mass range on the main sequence, etc., can explain
the small difference in these two values. In general, the cluster
MF slopes are generally less precise for older and lower mass
clusters, and follow the expected precision relationship derived
in Weisz et al. (2013).

Figure 4 also gives a qualitative impression of the ensemble
properties of MF measurements. The majority of clusters have
MF slopes that are near the Kroupa (1.30) or Salpeter (1.35)
slopes; ~70% of the clusters MF slopes are within ∼1-σ of
Kroupa and ∼92% are within 2-σ. Remarkably, in this large
sample of young clusters we find that none have extremely
steep or flat MF slopes. At least for the parameter space
covered by our cluster sample, extreme MF slope outliers
( s>3 ) are quite rare.

The plots also show the lack of strong correlations between
cluster MF slope and their physical properties. From visual
inspection, it is clear that the MF slopes do not show significant

trends as a function of age, mass, size, or probability of being a
cluster. We list the MF slopes for all clusters in the Appendix.
These impressions from Figure 4 are quantified in the second

step of our analysis, where we propose and constrain a simple
model for the cluster’s distribution of MFs (see Section 3.2),
and constrain its parameters through the comparison with all 85

Gp ( )k .
Figure 5 illustrates the result for the five parameters in our

model: the mean MF slope, Γ, and its intrinsic dispersion sG,
and the three coefficients that represent linear trends between
the MF slope and cluster age, mass, and size. This plot shows
that the mean MF slope (G = -

+1.46 0.07
0.04) is steeper than a

Kroupa IMF, that the scatter (s =G -
+0.03 0.00

0.1 ) is consistent with
expectations from a universal IMF as determined by similar
analysis of the artificial clusters, and that there are no
significant trends between MF slope and cluster physical
properties.
The small degree of scatter is particularly interesting, giving

the visual impression of large variation between single clusters
Figure 4. The typical cluster has an uncertainty on its MF slope
of ∼0.5 dex, but that ensemble scatter scales roughly as

~ N1 ( )clusters , indicating that a large and homogenous sample
of clusters are needed to statistically identify a universal IMF.
Finally, the limit on at implies that there is no evidence that the
MF slope changes between 4 and 25Myr. We list summary
statistics for each distribution in Table 2 along with the same
statistics for our analysis of the population of artificial clusters.

Figure 4. Eighty five young, intermediate mass clusters from PHAT used to
measure the high-mass IMF in M31. Both panels show the median of the
probability distribution for for each cluster’s MF slope vs. cluster mass. Points
in the top panel are color-coded by their age, while those in the bottom panel
are color-coded by the probability of being a cluster. In all cases, point sizes are
proportional to half-light radius and the uncertainties in Γ reflect the 68%
confidence interval on the MF slope. The MF slope of each cluster is listed in
the Appendix.

Figure 5. Joint and marginalized distributions for the distribution of cluster
MFs described by Equations (1) and (2). In all panels, except for sG, the
dashed blue lines represent the 16th, 50th, and 84th percentiles of each
marginalized distribution. The distribution for sG is highly non-Gaussian,
making the median a poor point estimate. Instead, we use the mode as a point
estimate, as it reflects the most probable portion of the PDF, and use the 68th
percentile to represent an upper limit. For reference, the solid red lines indicate
the value of a Kroupa IMF slope in the G panels, the upper uncertainty on sG
for a universal IMF as determined by similar analysis of artificial clusters, and a
value of zero in the remaining panels. This plot shows that the mean IMF slope
in M31 clusters is steeper than Kroupa, that the recovered scatter is consistent
with expectations of a universal IMF, with a small tail to larger values, and that
there are no significant trends between the IMF slope and age, mass, or size of
the clusters.
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between ∼3 and 15Me on the upper MS that are used for MF
determination. Given these numbers, from Figure 7 in Weisz
et al. (2013), we expect a theoretical uncertainty of~ o0.3 on
its MF slope. In comparison, the 1-σ uncertainty from the
marginalized MF PDF in Figure 3 is ±0.32, which is very close
to theoretical expectation. Uncertainties in cluster membership,
the exact mass range on the main sequence, etc., can explain
the small difference in these two values. In general, the cluster
MF slopes are generally less precise for older and lower mass
clusters, and follow the expected precision relationship derived
in Weisz et al. (2013).

Figure 4 also gives a qualitative impression of the ensemble
properties of MF measurements. The majority of clusters have
MF slopes that are near the Kroupa (1.30) or Salpeter (1.35)
slopes; ~70% of the clusters MF slopes are within ∼1-σ of
Kroupa and ∼92% are within 2-σ. Remarkably, in this large
sample of young clusters we find that none have extremely
steep or flat MF slopes. At least for the parameter space
covered by our cluster sample, extreme MF slope outliers
( s>3 ) are quite rare.

The plots also show the lack of strong correlations between
cluster MF slope and their physical properties. From visual
inspection, it is clear that the MF slopes do not show significant

trends as a function of age, mass, size, or probability of being a
cluster. We list the MF slopes for all clusters in the Appendix.
These impressions from Figure 4 are quantified in the second

step of our analysis, where we propose and constrain a simple
model for the cluster’s distribution of MFs (see Section 3.2),
and constrain its parameters through the comparison with all 85

Gp ( )k .
Figure 5 illustrates the result for the five parameters in our

model: the mean MF slope, Γ, and its intrinsic dispersion sG,
and the three coefficients that represent linear trends between
the MF slope and cluster age, mass, and size. This plot shows
that the mean MF slope (G = -

+1.46 0.07
0.04) is steeper than a

Kroupa IMF, that the scatter (s =G -
+0.03 0.00

0.1 ) is consistent with
expectations from a universal IMF as determined by similar
analysis of the artificial clusters, and that there are no
significant trends between MF slope and cluster physical
properties.
The small degree of scatter is particularly interesting, giving

the visual impression of large variation between single clusters
Figure 4. The typical cluster has an uncertainty on its MF slope
of ∼0.5 dex, but that ensemble scatter scales roughly as

~ N1 ( )clusters , indicating that a large and homogenous sample
of clusters are needed to statistically identify a universal IMF.
Finally, the limit on at implies that there is no evidence that the
MF slope changes between 4 and 25Myr. We list summary
statistics for each distribution in Table 2 along with the same
statistics for our analysis of the population of artificial clusters.

Figure 4. Eighty five young, intermediate mass clusters from PHAT used to
measure the high-mass IMF in M31. Both panels show the median of the
probability distribution for for each cluster’s MF slope vs. cluster mass. Points
in the top panel are color-coded by their age, while those in the bottom panel
are color-coded by the probability of being a cluster. In all cases, point sizes are
proportional to half-light radius and the uncertainties in Γ reflect the 68%
confidence interval on the MF slope. The MF slope of each cluster is listed in
the Appendix.

Figure 5. Joint and marginalized distributions for the distribution of cluster
MFs described by Equations (1) and (2). In all panels, except for sG, the
dashed blue lines represent the 16th, 50th, and 84th percentiles of each
marginalized distribution. The distribution for sG is highly non-Gaussian,
making the median a poor point estimate. Instead, we use the mode as a point
estimate, as it reflects the most probable portion of the PDF, and use the 68th
percentile to represent an upper limit. For reference, the solid red lines indicate
the value of a Kroupa IMF slope in the G panels, the upper uncertainty on sG
for a universal IMF as determined by similar analysis of artificial clusters, and a
value of zero in the remaining panels. This plot shows that the mean IMF slope
in M31 clusters is steeper than Kroupa, that the recovered scatter is consistent
with expectations of a universal IMF, with a small tail to larger values, and that
there are no significant trends between the IMF slope and age, mass, or size of
the clusters.
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High mass slopes 𝛤 of individual clusters Posterior PDF for mean high mass slope in galaxy 𝛤, cluster-
to-cluster scatter in high mass slope 𝜎𝛤, and scaling of slope 

with cluster mass, age, radius (am, at, ar)



Summary of resolved observations
For most local star-forming environments

• Low-mass IMF in clusters similar to that inferred for the field — flattens to 
peak at ~ few × 0.1 M⊙


• High mass IMF shows little scatter between clusters — slope similar to 
Salpeter value (dn / dm ~ m−2.3) with perhaps ~0.1 dex variation


• No evidence for systematic variation in either peak or slope with environment 
(cluster mass or age, field vs. cluster) within the disc of the MW or M31


• Best evidence for a “universal” IMF



The most massive clusters 
Pushing toward a broader range of environment

• Most extreme environments available for resolved star IMFs are massive 
clusters near Galactic Centre in Milky Way (Arches, Quintuplet, Wd 1) and 30 
Doradus cluster in LMC


• Characteristics: cluster mass > 105 M⊙, density > 105 stars pc−3


• Can only see relatively massive stars due to confusion


• Despite caveats: tentative evidence for slightly shallower slope
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Figure 1: Age (A) and initial-mass, Mini, (B) distribution of the VFTS sample stars more
massive than 15M� (black line). Uncertainties are calculated by bootstrapping (19) and the
1� region is shaded blue. The best-fitting star-formation history (A) and present-day distri-
bution of initial masses (B) are plotted in red. For comparison, also the expected present-day
distribution of initial masses assuming a Salpeter IMF is provided (B; note that these modelled
mass distributions are not single power-law functions anymore). About 140 stars above 15M�
are inferred to have ended their nuclear burning during the last ⇡ 10Myr and their contribution
to the SFH is shown by the red shaded region in panel (A). The peak star-formation rate (SFR)
extrapolated to the whole 30 Dor region is about 0.02M� yr�1 (of order ⇡ 1M� yr�1 kpc�2

depending on the exact size of 30 Dor). C) Ratio of modelled to observed present-day mass-
functions illustrating that the Salpeter IMF model underpredicts the number of massive stars in
our sample, in particular above 30M�.
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total number of cluster stars based on Pclust is 601.3, which is
∼6% smaller than what is calculated from Ppm. Thus, we
estimate that Ppm (which was used in the IMF analysis)
contains ∼6% field contamination.

The observed IMF Φobs is shown in Figure 14. Also plotted
is the Φobs we would obtain if we adopted a cluster model
identical to the best fit but with the local IMF. The mass
function obtained with the local IMF is significantly incon-
sistent with the observations, while the mass function obtained
from the best-fit model is a good match to the observations.

A catalog of the observed stars with membership probabil-
ities and mass estimates is provided as a machine-readable
table with this paper. A sample of the catalog is shown in
Table 6.

5.2. One-segment versus Two-segment IMF Model

The best-fit two-segment cluster model is also significantly
different than the local IMF, but in a different manner than the
one-segment IMF model. While the high-mass IMF slope is
perhaps slightly shallow a = o-

+( )2.04 0.041 0.19
0.14 , the real

discrepancy is in the detection of a significant mbreak at
o-

+
:M5.8 0.021.2

3.2 , which is an order of magnitude larger than
the local IMF (mbreak=0.5Me). The power-law slope below
mbreak is a = o-

+1.10 0.082 0.31
0.39 , which is consistent with the

local IMF values of 1.3±0.3 for 0.08Me�M<0.5Me
(Kroupa 2002). As a result of the high mbreak, the two-segment
IMF solution could be characterized as “bottom-light,” with a
deficit of low-mass stars relative to the local IMF. Figure 15
shows the two-segment model compared to the observed
luminosity function and the derived Φobs.

One of the advantages of the Bayesian framework is that we
can distinguish between one- and two-segment IMF models by
comparing the likelihoods of the best-fit solutions. We use the

Figure 13. Ppm (left) and Pclust (right) for the observed sample, plotted in the CMD. Here Pclust is a more accurate determination of the cluster membership probability,
since it uses both proper-motion and photometric information but is dependent on the best-fit cluster model from the IMF analysis. Regions where Ppm>Pclust reveal
field contamination in the proper-motion memberships, in particular around the RC (F153M∼18 mag, F127M–F153M>∼2.5 mag) and faint field stars
(F153M�20 mag, F127M–F153M<∼2.5 mag). All magnitudes have been differentially dereddened to AKs=2.38 mag using the extinction map.

Figure 14. IMF of the Arches cluster constructed using Pfinal and the stellar
mass probability distributions derived using the best-fit cluster model. The red
points represent the IMF constructed using the observed stellar masses
calculated with the model, while the red line is the best-fit IMF itself. The 1σ
uncertainty in the best-fit cluster model is represented by the red shaded region,
which is calculated by drawing different sets of parameter values from the joint
posterior distribution. The red square represents the number of WR stars
predicted by the best-fit model, compared to the observed number (black star).
A good agreement is found between the observed IMF and the cluster model.
On the other hand, the blue points represent the IMF constructed using stellar
masses derived from a cluster identical to the best fit but with a Milky Way
IMF (α=2.3), with the intrinsic cluster IMF shown by the blue dashed line.
The Milky Way IMF is a poor fit to the data, as it significantly underestimates
the number of high-mass stars and overestimates the number of low-mass stars.
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Class exercise: what are some potential 
problems / biases that could potentially 
produce a shallower IMF measurement? 
That is, what should we be worried about 

before we trust these measurements? 



Unresolved stellar populations
General considerations

• IMF measurements for unresolved populations use spectral synthesis:


• General problem is degeneracy between IMF and SF history — output light 
depends on both, so need a way to disentangle to constrain IMF


• Basic approaches:

• Choose 𝜈 where L𝜈 → 0 at small t, so we can assume constant SFR

• Use some proxy to calibrate out dependence on SF history

• Choose systems where SFR has been 0 for a long time (~10 Gyr), so range 

of stellar ages t is small

L⌫ =

Z 1

0
Ṁ⇤(t)

Z 1

0

dn

dm
L⌫(m, t) dmdt

<latexit sha1_base64="rFx4javjiZiZUvOEhbaMbW3jVl0=">AAACP3icdVBBa9swGJW7dsvSbc3W4y6iYZCVYuwsbeLDIKyXHVZIYUkLSWZkWW5FJdlInwfB+J/t0r+w26679NAyeu1tspPBVroPJD3eex+fvhdlghvwvB/O2qP1jcdPGk+bm8+ev9hqvXw1MWmuKRvTVKT6NCKGCa7YGDgIdpppRmQk2El0cVjpJ1+ZNjxVn2GRsbkkZ4onnBKwVNiafApnKsfv8YwrCL0v9klggWdxCsVRGe524O19KdGEFrEqi1iWuG7vyD1c+fZwLOsbwlbbc/39d92giz13EAQ9b9+C/sHBoN/FvuvV1UarGoWt73YkzSVTQAUxZup7GcwLooFTwcrmLDcsI/SCnLGphYpIZuZFvX+J31gmxkmq7VGAa/bvjoJIYxYysk5J4Nzc1yryIW2aQzKYF1xlOTBFl4OSXGBIcRUmjrlmFMTCAkI1t3/F9JzYfMBG3rQh/NkU/x9Muq7fc4PjXnv4YRVHA71GO6iDfNRHQ/QRjdAYUfQN/UTX6Ma5dK6cX87t0rrmrHq20T/l3P0GVJKt7Q==</latexit>



H𝛼-based methods
Basic idea

• H𝛼 comes from recombination, and thus ultimately from ionising photons


• Ionising photons are predominantly produced by the most massive stars in the 
IMF — for a Chabrier IMF at zero age, half of ionising photons come from stars 
> 50 - 60 M⊙


• Ratio of ionising photons to tracers of lower mass stars is sensitive to the IMF


• Timescale of H𝛼 emission is short — ~5 Myr


• Main challenge is the tracer to which to compare H𝛼, since tracers of lower 
mass star usually integrate over longer timescale



H𝛼-FUV ratio method
• FUV comes mainly from ~10-20 M⊙ stars, so 

timescale is ~30 Myr — probably safe to 
assume constant SFR in most galaxies


• H𝛼 / FUV therefore a proxy for ratio of > 60 M⊙ 

stars to ~10-20 M⊙ stars → IMF slope


• H𝛼 / FUV ~ constant in spirals, but falls in 
dwarfs with SFR ≲ 0.1 M⊙ / yr: IMF variation?


• No! At low SFR, H𝛼 is highly stochastic due to 
rarity of massive stars and clustering of stars 
in time, so spectral synthesis needs to account 
for this. When it does, normal IMF fits data!

The Astrophysical Journal Letters, 741:L26 (7pp), 2011 November 10 Fumagalli, da Silva, & Krumholz
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Figure 1. Observed Hα and FUV luminosities in a sample of nearby galaxies (L09 red circles; B09 gray squares; M09 blue triangles). We also show (in green), ∼105

slug models for a Kroupa IMF with and without clusters (top and middle panel, respectively) and for the IGIMF (bottom panel). Analytic predictions for the Kroupa
IMF and IGIMF are superimposed (purple dashed and orange triple-dot dashed lines). White crosses mark the mean of the simulated distributions, while the cyan
crosses (top panel) are for a fc = 1 model with Mcl,min = 500 M⊙.
(A color version of this figure is available in the online journal.)

clustering responsible for a further increase in the luminosity
spread (compare the fc = 1 and fc = 0 models).

The width in the simulated distributions follows from the
treatment of mmax and clustering. For a universal IMF, mmax
can assume any value up to mmax,∗, regardless of the SFR. At

low SFRs, realizations that lack massive stars are frequent and
skew the distribution to low LHα and low LFUV. At the same time,
realizations with massive stars are still possible and some models
are distributed near or even above the theoretical expectation
for a fully sampled IMF. The narrower scatter found for the
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H𝛼-colour method
• FUV only accessible from space; from ground, 

can use colour as a proxy for SF history


• H𝛼 equivalent width versus colour depends on 
slope of IMF or location of low-mass turnover 
— position on track depends on age of stellar 
population


• Published claims suggest shallower IMF or 
higher turnover mass for higher SFR; however, 
major uncertainties not yet checked:

• Stochasticity

• Ionising photon escape

• Dust absorption of ionising photons

8 Gunawardhana, Hopkins, Sharp et al.

Figure 4. Distribution of all GAMA galaxies up to z=0.355, after dust corrections as given in the text. All data and the model tracks
are k-corrected to z=0.1. The colour contours indicate the data density and the three solid lines indicate the three di↵erent evolutionary
paths a galaxy would take if all star clusters within that galaxy have an IMF with a slope of ↵ = �3 (bottom track), ↵ = �2.35 (middle
track) or ↵ = �2 (top track). These model tracks are generated using PÉGASE. The arrows depict the dust vectors. The red arrows
represent radiative transfer model predictions calculated using the model of Popescu et al. (2000, 2011) and Tu↵s et al. (2004) and
from left to right correspond to ⌧b = 8, 4, 1, all assuming a median galaxy inclination of 60� and F = 0.35. The rest of the vectors show
the movement of data points for di↵erent dust extinction curves and for a Balmer Decrement of 4. Blue: The dust vector calculated
using the Calzetti (1997) curve for the continuum corrections and Cardelli, Clayton & Mathis (1989) curve for emission line corrections.
Green: The dust vector corresponding to corrections calculated using Fischera & Dopita (2005) curve as modified by Wijesinghe et al.
(2010). Black: The dust vector corresponding to the Calzetti (2001) and Cardelli, Clayton & Mathis (1989) curves for the continuum
and emission corrections respectively.

Figure 5. The sample of GAMA galaxies divided into three sub–samples based on SFRs. (a) 0 <SFR (M�yr�1) < 3, (b) 3 6SFR
(M�yr�1) < 13 and (c) SFR (M�yr�1)> 13. The two sets (black and red) of three solid lines indicate the three di↵erent evolutionary
paths a galaxy would take in H↵ EW and g � r colour if all star clusters within that galaxy have an IMF with a slope of ↵ = �3
(bottom track), ↵ = �2.35 (middle track) or ↵ = �2 (top track). The black lines are the evolutionary paths predicted by PÉGASE
(Fioc & Rocca-Volmerange 1997) and red lines are paths predicted by Maraston (2005) models. The age increases along the tracks from
100 Myr (top left) to 13 Gyr (bottom right). Coloured contours are drawn based on data densities of each sub–sample. The ranges in
data densities are indicated alongside the colour bars of each plot. A representative uncertainty on individual measurements is indicated
by the error bars in the bottom left of (a). A variation with SFR is apparent across the three panels, with high star forming sources
evidently preferring a flatter IMF.

c� 2002 RAS, MNRAS 000, 1–18

Gunawardhana+ 2011



Spectral feature methods
General considerations

• Stochasticity, and SF history in general, is a problem for star-forming galaxies


• To avoid this, can look at massive elliptical galaxies instead — these have 
little gas, and mostly stopped forming stars very early (z > 2)


• Since stars are all old, can only study low-mass part of IMF


• Light output dominated by giant stars that have left the main sequence; 
subject major uncertainties in spectral synthesis


• Basic idea: use gravity-sensitive features to separate dwarfs from giants, 
focus on dwarfs, look for IMF-sensitive features in them



M vs. K dwarfs
• Na I, Fe-H, Ca II, TiO2 features separate 

dwarfs and giants


• Features appear in M dwarfs (~0.1 M⊙) 
but not K dwarfs (~0.3 - 0.5 M⊙), so 
depth of feature in integrated spectrum 
measures position of IMF peak / slope 
in region of peak


• Observations favour IMF peak at lower 
masses / steeper slope in ellipticals with 
higher velocity dispersion


• Caveat: spectral features calibrated 
from MW sample, but abundances in 
MW do not match ellipticals

the initial mass function: observations 201

include red dwarfs. The strength of these two features therefore
measures the ratio of M dwarfs to K dwarfs, which is effectively the
ratio of ⇠ 0.1 � 0.3 M� stars to ⇠ 0.3 � 0.5 M� stars.

van Dokkum & Conroy (2010) used this technique on stacked
spectra of ellipticals in the Coma and Virgo clusters, and found that
the spectral features there were not consistent with the IMF seen in
the Galactic field and in young clusters. Instead, they found that the
spectrum required an IMF that continues to rise down to ⇠ 0.1 M�
rather than having a turnover. This result was, and continues to be,
highly controversial due to concerns about unforeseen systematics
hiding in the stellar population synthesis modelling.
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Figure 1 | Detection of the Na I doublet and the Wing–Ford band. a, Spectra
in the vicinity of the l 5 8,183, l 5 8,195 Na I doublet for three stars from the
IRTF library12: a K0 giant, which dominates the light of old stellar populations;
an M6 dwarf, the (small) contribution of which to the integrated light is
sensitive to the form of the IMF at low masses; and an M3 giant, which has
potentially contaminating TiO spectral features in this wavelength range.
b, Averaged Keck/LRIS spectra of NGC 4261, NGC 4374, NGC 4472 and
NGC 4649 in the Virgo cluster (black line) and NGC 4840, NGC 4926, IC 3976
and NGC 4889 in the Coma cluster (grey line). Four exposures of 180 s were
obtained for each galaxy. The one-dimensional spectra were extracted from the
reduced two-dimensional data by summing the central 40, which corresponds
to about 0.4 kpc at the distance of Virgo and about 1.8 kpc at the distance of
Coma. We found little or no dependence of the results on the choice of aperture.

Coloured lines show stellar population synthesis models for a dwarf-deficient
‘bottom-light’ IMF14, a dwarf-rich ‘bottom-heavy’ IMF with x 5 23, and an
even more dwarf-rich IMF. The models are for an age of 10 Gyr and were
smoothed to the average velocity dispersion of the galaxies. The x 5 23 IMF
fits the spectrum remarkably well. c, Spectra and models around the dwarf-
sensitive Na I doublet. A Kroupa IMF, which is appropriate for the Milky Way,
does not produce a sufficient number of low-mass stars to explain the strength
of the absorption. An IMF steeper than Salpeter appears to be needed.
d–f, Spectra and models near the l 5 9,916 Wing–Ford band. The observed
Wing–Ford band also favours an IMF that is more abundant in low-mass stars
than the Salpeter IMF. All spectra and models were normalized by fitting low-
order polynomials (excluding the feature of interest). The polynomials were
quadratic in a, b, d and e and linear in c and f.
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Figure 2 | Constraining the IMF. a, Various stellar IMFs, ranging from a
‘bottom-light’ IMF with strongly suppressed dwarf formation14 (light blue) to
an extremely ‘bottom-heavy’ IMF with a slope x 5 23.5. The IMFs are
normalized at 1M[, because stars of approximately one solar mass dominate
the light of elliptical galaxies. b, Comparison of predicted line Na I and Wing–
Ford indices with the observed values. The indices were defined to be analogous

to those in refs 4 and 8. The Na I index has central wavelength 0.8195mm and
side bands at 0.816mm and 0.825mm. The Wing–Ford index has central
wavelength 0.992mm and side bands at 0.985mm and 0.998mm. The central
bands and side bands are all 20 Å wide. Both observed line indices are much
stronger than expected for a Kroupa IMF. The best fits are obtained for IMFs
that are slightly steeper than Salpeter.
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Figure 12.4: Top panels: sample spectra
of K and M giants and M dwarfs in the
Na i and Wing-Ford spectral regions.
Middle panels: averaged spectra
for Virgo cluster (black) and Coma
cluster (gray) ellipticals, overlayed
with predicted model spectra for four
possible IMFs, ranging from "bottom
light" (few dwarfs) to powerlaws of
increasing steepness (more dwarfs).
Bottom panels: zoom-ins on the Na i
and Wing-Ford regions in the previous
panels. Reprinted by permission from
Macmillan Publishers Ltd: Nature, 468,
940, van Dokkum & Conroy, ©2010.

12.2.2 Mass to Light Ratio Methods

A second method of probing the IMF in unresolved stellar popula-
tions relies on measuring the mass independently of the starlight
and thereby inferring a mass to light ratio that can be compared to
models. As with the Na i and Wing-Ford methods, this is most eas-
ily applied to old stellar populations with no gas to complicate the
modelling. One can obtain an independent measurement of the mass

van Dokkum & Conroy 2010



M/L methods
General idea

• Measure ratio of mass to luminosity in some broad band, compare to 
predicted value for a given IMF


• Luminosity is easy to measure; M/L in a broad band for a given IMF is easy to 
predict, much fewer uncertainties than spectral features


• Hard part is measuring mass. Two basic approaches:

• Jeans (orbit) modelling

• Gravitational lensing


• Target centres of ellipticals, where mass is dominated by stars, to avoid 
uncertainties on dark matter



IMF from M/L
• Results from lensing + Jeans analysis 

both suggest higher M/L in ellipticals 
with higher velocity dispersion


• Broadly consistent with spectral result, 
since higher M/L → lower IMF turnover 
mass


• However, poor agreement on a galaxy-
by-galaxy basis — two methods 
sensitive to somewhat different radii in 
galaxy


• Effect is fairly small: factor of ~2 in M/L 

20 AM Hopkins

Similarly, Läsker et al. (2013) use a combination of dynamical
models and the SPS and IMF approach of Vazdekis et al. (1996,
2012) to infer an IMF with a steep high-mass slope, (αh = −4.2±
0.1 form > 0.6M⊙ constraining αl = −1.3 for 0.1 < m/M⊙ < 0.6)
in a low redshift (z = 0.116) high-mass (σ = 360 km s−1) early-
type galaxy with a putative extremely high-mass nuclear black
hole. In apparent contrast to these results, though, Smith & Lucey
(2013) used gravitational lensing mass estimates to demonstrate
that ϒ∗ for a high-mass (σ ≈ 330 km s−1) low-redshift (z = 0.035)
giant elliptical is consistent with a Kroupa (2001) IMF. This result
was subsequently reinforced by Smith, Lucey, & Conroy (2015a)
who analysed three high-mass (σ > 300 km s−1) low redshift (z <∼
0.05) galaxies, showing that the inferred IMF mass normalisation
is consistent with that of Kroupa (2001), and excluding a Salpeter
IMF (α = −2.35 over 0.1 < m/M⊙ < 100) at the 3.5 σ level.

These results, though, are not inconsistent with the scatter
seen by Treu et al. (2010) in their IMF mismatch parameter. It
is worth reiterating that Treu et al. (2010) use the observed small
range of scatter on αmm to argue that ‘the absolute normalization
of the IMF is uniform to better than 25%’, a result that echoes
the relatively small range of potential variations found for the
star-forming galaxy population, although with a different sense in
the variation itself for the passive galaxies (i.e. higher mass pas-
sive galaxies favouring proportionally more low-mass stars, but
higher mass star-forming galaxies favouring proportionally more
high-mass stars).

There is a subtlety around gas recycling in SPS that affects
the M/L ratio comparison technique. Whether the gas recycled
through stellar evolution is retained or not in the SPS inferred
masses has a direct impact on the comparison to masses inferred
from lensing and dynamics. Treu et al. (2010) explore the two
extreme cases, where all gas lost through stellar evolution is
removed, and where it is retained (the ‘zero age’ SPS mass). They
note that for a Chabrier (2003a) IMF the ‘zero age’ masses tend
to be overestimates compared to the lensing masses, implying
that at least some fraction of the gas associated with recycling
is expelled and does not contribute to the baryonic mass in the
region probed by the lensing and dynamical constraints. In this
and subsequent work, it is typically just themass in stars and stellar
remnants derived from the SPS that is compared with the lensing
and dynamical mass estimates, which for early type galaxies with
very low gas fractions is likely to be a reasonable assumption. It
must be noted, though, that suchmass estimates may be lower lim-
its if some gas component still contributes non-negligibly to the
baryonic mass and needs to be accounted for in the uncertainties
on inferred IMF constraints.

Another significant development around the same time was the
use of stellar kinematics and dynamical models to constrain the
IMF (Cappellari et al. 2012, 2013) illustrated in Figure 6. They used
the ATLAS3D sample of 260 early-type galaxies (Cappellari et al.
2011) combining the measured stellar kinematics with detailed
axisymmetric dynamical models, to derive accurate stellar masses
and mass-to-light ratios for the population. By comparing the
mass-to-light ratio measured dynamically in this way to that
inferred from the photometry using SPS models that assume a
Salpeter IMF over the full mass range (0.1 < m/M⊙ < 100), they
are able to show a systematic variation in the inferred IMF normal-
isation. This variation ranges from a mass normalisation consis-
tent with Chabrier (2003a) or Kroupa (2001) at ϒ∗ ≈ 2M⊙/L⊙ to
one consistent with a Salpeter slope spanning 0.1≤m/M⊙ ≤ 100
at ϒ∗ ≈ 6M⊙/L⊙ (Figure 6). This may extend to even higher
mass normalisations at the most extrememeasured values ofϒ∗ ≈

Figure 6. The mass-to-light ratio for the stellar component of ATLAS3D galaxies esti-
mated using dynamical models, (M/L)stars, compared to that estimated from spectral
fitting using SPS models assuming a fixed Salpeter IMF, (M/L)Salp. This demonstrates
the trend for the high mass-to-light, or high velocity dispersion, galaxies in this sam-
ple to favour IMFs with an excess of mass compared to the IMFs of Chabrier (2003a)
or Kroupa (2001), approaching and exceeding that from a Salpeter slope over the
full mass range (an excess of low-mass stars). See Cappellari et al. (2013) for details.
Reproduced from Figure 11 of ‘The ATLAS3D project – XX. Mass-size and mass-σ dis-
tributions of early-type galaxies: bulge fraction drives kinematics, mass-to-light ratio,
molecular gas fraction, and stellar initial mass function,’ Cappellari et al. (2013).

10M⊙/L⊙, with an IMF characterised equally by α = −2.8 (dom-
inated by low-mass stars) or α = −1.5 (dominated by high-mass
stars). This result has been questioned by Clauwens, Schaye, &
Franx (2015), though, who note that these trends could also be
produced if the kinematic mass estimates had Gaussian errors of
the order of 30%.

There are significant degeneracies possible in IMF shape when
only the mass normalisation is constrained. While this is high-
lighted for the very high-mass normalisations by Cappellari et al.
(2013), that of a Salpeter IMF slope (α = −2.35) over the full
mass range can also be reproduced by an IMF with a Milky Way
style low-mass slope, and an excess of high-mass stars. By way of
illustration, this is achieved (including only the mass in stars and
stellar remnants) by an IMF with αl = −1.5 (0.1≤m/M⊙ ≤ 0.5)
and αh = −1.70 (0.5≤m/M⊙ ≤ 100), or an IMF with the Kroupa
(2001) low-mass slope αl = −1.3 (0.1≤m/M⊙ ≤ 0.5) and αh =
−1.64 (0.5≤m/M⊙ ≤ 100). Different combinations can equally
be used to match the zero-age mass normalisation. The point
is that a value of ϒ∗ consistent with a Salpeter IMF over the
full mass range does not necessarily imply an excess of low-mass
stars. To break this degeneracy, Conroy et al. (2013) quantita-
tively compared the scale of the IMF mass normalisation derived
using the dwarf-to-giant approach with that from dynamical mass
constraints and found that they are consistent, inferring that the
explanation lies in an excess of low-mass stars (m <∼ 1M⊙).
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Final notes
• There is some tension between the elliptical results and the massive cluster / 

high-SFR results:

• Stars we see in ellipticals today formed at very high SFR, probably formed 

massive clusters — so if these environments lead to an IMF with more 
massive stars, why do ellipticals seem to have fewer massive stars?


• In general, history of the field suggests that claims of IMF variation should be 
treated with extensive skepticism: number of abandoned / retracted claims ≫ 
number of still-viable claims


• Editorial viewpoint: I consider the elliptical work much more credible than the 
star-forming galaxy work, with the cluster work in between



Exercise: consider two stellar populations, 
one with IMF slope −2.3 from 0.1 - 1 M⊙, 
one with slope −1.3 from 0.1 - 0.5 M⊙ and 
−2.3 from 0.5 - 1 M⊙. By what factor do 
their M/L ratios differ (approximately)?


