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Outline
• Prelude: history of the field and the technology


• Whole-galaxy star formation rates

• Local galaxies

• High-redshift galaxies

• Low surface-brightness galaxies


• Spatially-resolved star formation rates

• Local depletion times and efficiencies

• Phase- and metallicity-dependence

• Pressure- and stellar mass-dependence

• Small-scale decorrelation


• Correlations with tracers of dense gas



(Highly condensed) prelude on history
First generation (1970s - 1990s)

• Key technologies:

• Discovery of interstellar CO 1-0 line at 2.6 mm (Wilson 1970), leading to first 

generation of mm telescopes (e.g., FCRAO in 1976, IRAM 30m in 1984, 
BIMA in 1986) 


• Space-based IR detector technology (largely borrowed from the military), 
leading to first IR astronomy satellites (IRAS, launched 1983)


• Combination of these two lead to first systematic exploration of relationship 
between gas (traced by CO and earlier 21 cm data) and star formation (traced 
by IR + ground-based H𝛼)


• Culminates in discovery of “Kennicutt-Schmidt relation”



Prelude on history
Second generation (2000s)

• Key technologies:

• Interferometry at mm wavelengths makes it possible to map gas in nearby 

galaxies, and start to detect CO beyond z = 0 (SMA in 2003, CARMA in 2004, 
PdBI 1990s - 2000s)


• Spitzer telescope in IR (launched 2003) — much higher resolution than IRAS, 
makes it possible to observe beyond z ~ 0 in IR for first time


• GALEX telescope in UV (launched 2003) — mapping nearby galaxies in FUV

• Efficient selection of z > 0 objects using HST + ground-based colours


• Main outcomes:

• Exploration of the KS relation on sub-galactic (~1 kpc) scales in local galaxies

• First reliable studies of star formation in dwarf galaxies

• First studies of KS relation beyond local universe



Prelude on history
Third generation (2010s - today)

• Key technologies:

• Atacama Large Millimeter Array (ALMA; science begins 2011) — can map 

nearby galaxies at < 100 pc resolution, fairly easily detect CO at high z, do 
surveys of dense gas tracers like HCN 


• IFUs on 4m- and 8m-class ground-based telescopes (CALIFA at Calar Alto, 
MaNGA at Kitt Peak, SAMI at AAO, MUSE on VLT) — spectroscopic mapping of 
ionised gas across at < 100 pc resolution in nearby galaxies


• Major discoveries:

• KS relation for normal (non-starburst) galaxies at high-z; “main sequence” of 

star-forming galaxies

• Small-scale breakdown of KS relations in local galaxies

• “Dense gas” KS relations



Whole-galaxy star formation scalings
The Kennicutt-Schmidt relation

• Schmidt (1959) first proposed ansatz 
where SFR scales as density to a power


• Kennicutt (1998) showed strong scaling 
between SFR / area and neutral (HI + H2) 
gas mass / area: 𝛴SFR ~ 𝛴g1.4

• One of the 20 most highly cited papers 

of all time in astronomy 


• Exact index depends on assumed 𝛼CO — 
1.4 is for constant 𝛼CO, but could be as 
low as ~1.1, or as high as ~1.7
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mass, there is a strong correlation. This is mostly a matter of "the
bigger they are, the bigger they are": galaxies that are larger overall
tend to have more star formation and more gas content. Somewhat
more interesting is the case where the galaxy is at least marginally
resolved, and thus we can normalize out the projected area. In this
case we can measure the relationship between gas mass per unit
area, Sgas, and star formation rate per unit area, SSFR. Kennicutt
(1998) was the first to assemble a large sample of such measurements,
and he found that there was a strong correlation over a wide range
in gas surface density. Figure 9.1 shows this correlation using a
modern data set of local galaxies. The data are reasonably well fit by
a correlation

Figure 9.1: The observed collection
between gas surface density Sgas and
star formation surface density SSFR,
integrating over whole galaxies. Galaxy
classes are as indicated in the legend;
circumnuclear indicates circumnu-
clear starburst, IR-selected is galaxies
selected based on their high-infrared
luminosity, metal-poor is galaxies with
substantially sub-solar metallicity, and
LSB is low surface-brightness galaxies.
Data from Kennicutt & Evans (2012).

SSFR µ S1.4
gas. (9.1)

There are a few caveats to this. This fit uses the same value of XCO
for all galaxies, but there is excellent evidence that XCO is lower for
starbursts and higher for metal-poor galaxies. Correcting for this
effect would tend to move the metal-poor galaxies that lie above
the relation back toward it (by increasing their inferred Sgas), while
steepening the relation overall (by moving the galaxies with the
highest star formation rates systematically to lower Sgas). Correcting
for this effect increases the slope from ⇠ 1.4 to something more like
⇠ 1.7 � 1.8 (e.g., Narayanan et al., 2012), but with a significantly larger
uncertainty. For extreme but not utterly implausible scalings of XCO
with star formation rate or gas content, one can get slopes as steep as
⇠ 2.
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of the gas, with N \ 1.5 expected for a constant mean scale
height, a reasonable approximation for the galaxies and
starbursts considered here. Although this is hardly a robust
derivation, it does show that a global Schmidt law with
N D 1.5 is physically plausible.

In a variant of this argument, andSilk (1997) Elmegreen
have suggested a generic form of the star formation(1997)

law, in which the SFR surface density scales with the ratio
of the gas density to the local dynamical timescale :

&SFR P &gas
qdyn

P &gas )gas , (6)

where refers in this case to the local orbital timescale ofqdynthe disk, and ) is the angular rotation speed. Models of this
general class have been studied previously by Wyse (1986)
and & Silk though with di†erent scalings ofWyse (1989),
the gas density and separate treatment of the atomic and
molecular gas. might be expected to hold if, forEquation (6)
example, star formation triggering by spiral arms or bars
were important, in which case the SFR would scale with
orbital frequency. To test this idea, we compiled rotation
velocities for the galaxies in Tables and and used them1 2
to derive a characteristic value of for each disk. Theqdyntimescale was deÐned arbitrarily as 2nR/V (R) \ 2n/qdyn)(R), the orbit time at the outer radius R of the star-forming
region. The mean orbit time in the star-forming disk is
smaller than deÐned in this way, by a factor of 1È2,qdyndepending on the form of the rotation curve and the radial
distribution of gas in the disk. We chose to deÐne and )qdynat the outer edge of the disk to avoid these complications.
Tables and list the adopted values, in units of 108 yr.1 2
Face-on galaxies or those with poorly determined
(rotational) velocity Ðelds were excluded from the analysis.

shows the relationship between the observedFigure 7
SFR density and for our sample. The solid line is&gas/qdyn

FIG. 7.ÈRelation between the SFR for the normal disk and starburst
samples and the ratio of the gas density to the disk orbital timescale, as
described in the text. The symbols are the same as in The line is aFig. 6.
median Ðt to the normal disk sample, with the slope Ðxed at unity as
predicted by equation (7).

not a Ðt but simply a line of slope unity that bisects the
relation for normal disks. This alternate prescription for the
star formation law provides a surprisingly good Ðt to the
data, both in terms of the slope and the relatively small
scatter about the mean relation. When compared over the
entire density range, the observed law is slightly shallower
than predicted by (slope D0.9 instead of 1) ; onequation (7)
the other hand, the Ðt to the normal disk sample is as tight
as a Schmidt law. The zero point of the line corresponds to
a SFR of 21% of the gas mass per orbit at the outer edge of
the disk. Since the average orbit time within the star-
forming disk is about half that at the disk edge, this implies
a simple parametrization of the local star formation law,

&SFR ^ 0.017&gas )gas ; (7)

in other words, the SFR is D10% of the available gas mass
per orbit.

From a strictly empirical point of view, the Schmidt law
in and the kinematical law in o†erequation (4) equation (7)
two equally valid parametrizations for the global SFRs in
galaxies, and either can be employed as a recipe in models
and numerical simulations. It is unclear whether the kine-
matic model can Ðt the radial distribution of star formation
as well as a Schmidt law, and we plan to explore this in
Paper II.

The two parametrizations also o†er two distinct interpre-
tations of the observation that the star formation efficiency
in central starbursts is much higher than that found in
quiescent star-forming disks (e.g., et al.Young 1986 ;

& Sage et al. In the SchmidtSolomon 1988 ; Sanders 1991).
law picture, the higher efficiencies in starbursts are simply a
consequence of their much higher gas densities. For a given
index N, the SFR per unit gas mass will scale as and&gas(N~1)
hence for the law observed here roughly as The central&gas0.4.
starbursts have characteristic gas densities that are 100È
10,000 times higher than the average for normal disks ;
hence, we would expect the global star formation effi-
ciencies to be 6È40 times higher, as observed. In the alterna-
tive picture in which the SFR is presumed to scale with

the high SFRs and star formation efficiencies in&gas/qdyn,starburst galaxies simply reÑect the smaller physical scales
and shorter dynamical timescales in these compact central
regions. It is difficult to di†erentiate between these alterna-
tives with disk-averaged measurements alone, and since the
global star formation law is mainly useful as an empirical
parametrization, the distinction may not be important.
Deeper insight into the physical nature of the star formation
law requires spatially resolved data for individual disks, of
the kind that will be analyzed in Paper II.

Several individuals contributed to the large set of Ha
data analyzed in this paper, and it is a pleasure to thank
them. The KPNO data used in this paper were obtained as
part of other projects in collaboration with R. Braun,
R. Walterbos, and P. Hodge. C. Martin worked on the
reduction of the spatially resolved Ha data shown in Figure
3. I am also grateful to J. Black, J. Ostriker, S. Sakai,
P. Solomon, S. White, and especially J. Silk for comments
and suggestions about early versions of this work. I am also
grateful to the anonymous referee for several comments that
improved the paper. Some of the data used in this paper
were obtained on the 2.3 m Bok telescope at Steward
Observatory. This research was supported by the National
Science Foundation through grant AST 94-21145.

Figure 9.2: The observed collection
between gas surface density divided by
galaxy orbital period Sgas/tdyn and star
formation surface density SSFR, integrat-
ing over whole galaxies. Filed circles
are normal disk galaxies, open circles
are circumnuclear starbursts, and filled
squares are starburst galaxies. Credit:
Kennicutt (1998), ©AAS. Reproduced
with permission.

While this is one way of plotting the data, another way is to make
use of the galactic rotation curve. The star formation rate per unit
area has units of mass per unit time per unit area, so it is natural to
compare this to the gas mass per unit area divided by the galactic
orbital period torb, which has the same units. Physically, this relation-
ship describes what fraction of the gas mass is transformed into stars
per orbital period. Making this plot yields a relationship that actually
fits the data every bit as well as the Sgas � SSFR plot (Figure 9.2), and
with a slope of unity, i.e., SSFR µ Sgas/torb.

9.1.3 High-Redshift Galaxies

Since Kennicutt’s initial collection, a number of other authors have
added much more data to this plot, principally but not exclusively
from the high redshift Universe. The expanded data set suggests
that there isn’t a single relationship between Sgas and SSFR, but that
instead "normal galaxies" and "starbursts" occupy different loci on the
Sgas � SSFR plane (Figure 9.3).

Kennicutt & Evans 2012



KS relation
Orbital period form

• Same galaxies also consistent 
with a relationship 𝛴SFR ~ 𝛴g / torb


• This relationship is linear


• Constant of proportionality is 
~0.1, i.e., galaxies convert ~10% 
of their gas to stars per orbit


• Star formation fuelling problem: 
MW is ~50 orbits old, so why 
isn’t it out of gas?

the star formation rate at galactic scales: observations 149

mass, there is a strong correlation. This is mostly a matter of "the
bigger they are, the bigger they are": galaxies that are larger overall
tend to have more star formation and more gas content. Somewhat
more interesting is the case where the galaxy is at least marginally
resolved, and thus we can normalize out the projected area. In this
case we can measure the relationship between gas mass per unit
area, Sgas, and star formation rate per unit area, SSFR. Kennicutt
(1998) was the first to assemble a large sample of such measurements,
and he found that there was a strong correlation over a wide range
in gas surface density. Figure 9.1 shows this correlation using a
modern data set of local galaxies. The data are reasonably well fit by
a correlation

Figure 9.1: The observed collection
between gas surface density Sgas and
star formation surface density SSFR,
integrating over whole galaxies. Galaxy
classes are as indicated in the legend;
circumnuclear indicates circumnu-
clear starburst, IR-selected is galaxies
selected based on their high-infrared
luminosity, metal-poor is galaxies with
substantially sub-solar metallicity, and
LSB is low surface-brightness galaxies.
Data from Kennicutt & Evans (2012).

SSFR µ S1.4
gas. (9.1)

There are a few caveats to this. This fit uses the same value of XCO
for all galaxies, but there is excellent evidence that XCO is lower for
starbursts and higher for metal-poor galaxies. Correcting for this
effect would tend to move the metal-poor galaxies that lie above
the relation back toward it (by increasing their inferred Sgas), while
steepening the relation overall (by moving the galaxies with the
highest star formation rates systematically to lower Sgas). Correcting
for this effect increases the slope from ⇠ 1.4 to something more like
⇠ 1.7 � 1.8 (e.g., Narayanan et al., 2012), but with a significantly larger
uncertainty. For extreme but not utterly implausible scalings of XCO
with star formation rate or gas content, one can get slopes as steep as
⇠ 2.

No. 2, 1998 GLOBAL SCHMIDT LAW 551

of the gas, with N \ 1.5 expected for a constant mean scale
height, a reasonable approximation for the galaxies and
starbursts considered here. Although this is hardly a robust
derivation, it does show that a global Schmidt law with
N D 1.5 is physically plausible.

In a variant of this argument, andSilk (1997) Elmegreen
have suggested a generic form of the star formation(1997)

law, in which the SFR surface density scales with the ratio
of the gas density to the local dynamical timescale :

&SFR P &gas
qdyn

P &gas )gas , (6)

where refers in this case to the local orbital timescale ofqdynthe disk, and ) is the angular rotation speed. Models of this
general class have been studied previously by Wyse (1986)
and & Silk though with di†erent scalings ofWyse (1989),
the gas density and separate treatment of the atomic and
molecular gas. might be expected to hold if, forEquation (6)
example, star formation triggering by spiral arms or bars
were important, in which case the SFR would scale with
orbital frequency. To test this idea, we compiled rotation
velocities for the galaxies in Tables and and used them1 2
to derive a characteristic value of for each disk. Theqdyntimescale was deÐned arbitrarily as 2nR/V (R) \ 2n/qdyn)(R), the orbit time at the outer radius R of the star-forming
region. The mean orbit time in the star-forming disk is
smaller than deÐned in this way, by a factor of 1È2,qdyndepending on the form of the rotation curve and the radial
distribution of gas in the disk. We chose to deÐne and )qdynat the outer edge of the disk to avoid these complications.
Tables and list the adopted values, in units of 108 yr.1 2
Face-on galaxies or those with poorly determined
(rotational) velocity Ðelds were excluded from the analysis.

shows the relationship between the observedFigure 7
SFR density and for our sample. The solid line is&gas/qdyn

FIG. 7.ÈRelation between the SFR for the normal disk and starburst
samples and the ratio of the gas density to the disk orbital timescale, as
described in the text. The symbols are the same as in The line is aFig. 6.
median Ðt to the normal disk sample, with the slope Ðxed at unity as
predicted by equation (7).

not a Ðt but simply a line of slope unity that bisects the
relation for normal disks. This alternate prescription for the
star formation law provides a surprisingly good Ðt to the
data, both in terms of the slope and the relatively small
scatter about the mean relation. When compared over the
entire density range, the observed law is slightly shallower
than predicted by (slope D0.9 instead of 1) ; onequation (7)
the other hand, the Ðt to the normal disk sample is as tight
as a Schmidt law. The zero point of the line corresponds to
a SFR of 21% of the gas mass per orbit at the outer edge of
the disk. Since the average orbit time within the star-
forming disk is about half that at the disk edge, this implies
a simple parametrization of the local star formation law,

&SFR ^ 0.017&gas )gas ; (7)

in other words, the SFR is D10% of the available gas mass
per orbit.

From a strictly empirical point of view, the Schmidt law
in and the kinematical law in o†erequation (4) equation (7)
two equally valid parametrizations for the global SFRs in
galaxies, and either can be employed as a recipe in models
and numerical simulations. It is unclear whether the kine-
matic model can Ðt the radial distribution of star formation
as well as a Schmidt law, and we plan to explore this in
Paper II.

The two parametrizations also o†er two distinct interpre-
tations of the observation that the star formation efficiency
in central starbursts is much higher than that found in
quiescent star-forming disks (e.g., et al.Young 1986 ;

& Sage et al. In the SchmidtSolomon 1988 ; Sanders 1991).
law picture, the higher efficiencies in starbursts are simply a
consequence of their much higher gas densities. For a given
index N, the SFR per unit gas mass will scale as and&gas(N~1)
hence for the law observed here roughly as The central&gas0.4.
starbursts have characteristic gas densities that are 100È
10,000 times higher than the average for normal disks ;
hence, we would expect the global star formation effi-
ciencies to be 6È40 times higher, as observed. In the alterna-
tive picture in which the SFR is presumed to scale with

the high SFRs and star formation efficiencies in&gas/qdyn,starburst galaxies simply reÑect the smaller physical scales
and shorter dynamical timescales in these compact central
regions. It is difficult to di†erentiate between these alterna-
tives with disk-averaged measurements alone, and since the
global star formation law is mainly useful as an empirical
parametrization, the distinction may not be important.
Deeper insight into the physical nature of the star formation
law requires spatially resolved data for individual disks, of
the kind that will be analyzed in Paper II.

Several individuals contributed to the large set of Ha
data analyzed in this paper, and it is a pleasure to thank
them. The KPNO data used in this paper were obtained as
part of other projects in collaboration with R. Braun,
R. Walterbos, and P. Hodge. C. Martin worked on the
reduction of the spatially resolved Ha data shown in Figure
3. I am also grateful to J. Black, J. Ostriker, S. Sakai,
P. Solomon, S. White, and especially J. Silk for comments
and suggestions about early versions of this work. I am also
grateful to the anonymous referee for several comments that
improved the paper. Some of the data used in this paper
were obtained on the 2.3 m Bok telescope at Steward
Observatory. This research was supported by the National
Science Foundation through grant AST 94-21145.

Figure 9.2: The observed collection
between gas surface density divided by
galaxy orbital period Sgas/tdyn and star
formation surface density SSFR, integrat-
ing over whole galaxies. Filed circles
are normal disk galaxies, open circles
are circumnuclear starbursts, and filled
squares are starburst galaxies. Credit:
Kennicutt (1998), ©AAS. Reproduced
with permission.

While this is one way of plotting the data, another way is to make
use of the galactic rotation curve. The star formation rate per unit
area has units of mass per unit time per unit area, so it is natural to
compare this to the gas mass per unit area divided by the galactic
orbital period torb, which has the same units. Physically, this relation-
ship describes what fraction of the gas mass is transformed into stars
per orbital period. Making this plot yields a relationship that actually
fits the data every bit as well as the Sgas � SSFR plot (Figure 9.2), and
with a slope of unity, i.e., SSFR µ Sgas/torb.

9.1.3 High-Redshift Galaxies

Since Kennicutt’s initial collection, a number of other authors have
added much more data to this plot, principally but not exclusively
from the high redshift Universe. The expanded data set suggests
that there isn’t a single relationship between Sgas and SSFR, but that
instead "normal galaxies" and "starbursts" occupy different loci on the
Sgas � SSFR plane (Figure 9.3).

Kennicutt 1998



KS relation at high z
How the two forms hold up

• KS relation in terms of 𝛴g alone seems to break down 
at high-z: local merging galaxies and high-z “normal” 
galaxies have similar 𝛴g, but starbursts have higher 
SFR


• Second form of KS relation seems to apply equally 
well at low- and high-z


• However, conclusions highly-dependent on 𝛼CO; 
breakdown in first form of KS relation much less 
apparent if one assumes constant (or continuously-
varying) rather than bimodal 𝛼CO

150 notes on star formation

This result should be taken with a considerable grain of salt. In
part, the bimodality is exaggerated by the use of different XCO factors
for the two sequences, which spreads them further apart. If one
uses a single XCO, the bimodality is far less clear. As mentioned
above, there are excellent reasons to think that XCO is not in fact
constant, but conversely there are no good reasons to think that it
is bimodal as opposed to changing continuously. A second issue is
one of selection: the samples that occupy the two loci are selected in
different ways, and this may well lead to an artificial bimodality that
is not present in the real galaxy population.
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Figure 2. SFR density as a function of the gas (atomic and molecular) surface
density. Red filled circles and triangles are the BzKs (D10; filled) and z ∼ 0.5
disks (F. Salmi et al. 2010, in preparation), brown crosses are z = 1–2.3 normal
galaxies (Tacconi et al. 2010). The empty squares are SMGs: Bouché et al.
(2007; blue) and Bothwell et al. (2009; light green). Crosses and filled triangles
are (U)LIRGs and spiral galaxies from the sample of K98. The shaded regions
are THINGS spirals from Bigiel et al. (2008). The lower solid line is a fit to
local spirals and z = 1.5 BzK galaxies (Equation (2), slope of 1.42), and the
upper dotted line is the same relation shifted up by 0.9 dex to fit local (U)LIRGs
and SMGs. SFRs are derived from IR luminosities for the case of a Chabrier
(2003) IMF.
(A color version of this figure is available in the online journal.)

measured at a higher signal-to-noise ratio. Again, we find that
the populations are split in this diagram and are not well fit by a
single sequence. Our fit to the local spirals and the BzK galaxies
is virtually identical to the original K98 relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.42 × log Σgas/[M⊙ pc−2] − 3.83. (2)

The slope of 1.42 is slightly larger than that of Equation (1),
with an uncertainty of 0.05. The scatter along the relation is
0.33 dex. Local (U)LIRG and SMGs/QSOs are consistent with
a relation having a similar slope and normalization higher by
0.9 dex, and a scatter of 0.39 dex.

Despite their high SFR & 100 M⊙ yr−1 and ΣSFR & 1 M⊙
yr−1 kpc−2, BzK galaxies are not starbursts, as their SFR can
be sustained over timescales comparable to those of local spiral
disks. On the other hand, M82 and the nucleus of NGC 253 are
prototypical starbursts, although they only reach an SFR of a
few M⊙ yr−1. Following Figures 1 and 2, and given the ∼1 dex
displacement of the disk and starburst sequences, a starburst
may be quantitatively defined as a galaxy with LIR (or ΣSFR)
exceeding the value derived from Equation (1) (or Equation (2))
by more than 0.5 dex.

The situation changes substantially when introducing the dy-
namical timescale (τdyn) into the picture (Silk 1997; Elmegreen
2002; Krumholz et al. 2009; Kennicutt 1998). In Figure 3,
we compare Σgas/τdyn to ΣSFR. Measurements for spirals and
(U)LIRGs are from K98, where τdyn is defined to be the rota-

Figure 3. Same as Figure 2, but with the gas surface densities divided by the
dynamical time. The best-fitting relation is given in Equation (3) and has a slope
of 1.14.
(A color version of this figure is available in the online journal.)

tion timescale at the galaxies’ outer radius (although Krumholz
et al. 2009 use the free-fall time). For the near-IR/optically se-
lected z = 0.5–2.3 galaxies, we evaluate similar quantities at the
half-light radius. Extrapolating the measurements to the outer
radius would not affect our results substantially. Quite strikingly,
the location of normal high-z galaxies is hardly distinguishable
from that of local (U)LIRGs and SMGs. All observations are
well described by the following relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.14 × log Σgas/τdyn/[M⊙ yr−1 kpc−2] − 0.62, (3)

with a slope error of 0.03 and a scatter of 0.44 dex. The
remarkable difference with respect to Figures 1 and 2 is due
to the fact that the normal high-z disk galaxies have much
longer dynamical timescales (given their large sizes) than local
(U)LIRGs.

We can test if this holds also for integrated quantities by
dividing the gas masses in Figure 1 by the average (outer radius)
dynamical timescale in each population. Spirals and (U)LIRGs
(whose τdyn does not depend on luminosity) have average values
of τdyn = 370 Myr and τdyn = 45 Myr, respectively (K98). This
can be compared to τdyn = 33 Myr for SMGs (Tacconi et al.
2006; Bouché et al. 2007). For the QSOs, we use the SMG value.
Assuming a flat rotation curve for BzKs, we get an average
τdyn = 330 Myr at the outer radius, about three times longer
than at the half-light radius, given that for an exponential profile
90% of the mass is enclosed within ∼3 half-light radii. A similar
value is found for our z = 0.5 disk galaxies and the z = 1–2.3
objects from Tacconi et al. (2010). Despite this simple approach,
Figure 4 shows a remarkably tight trend:

log SFR/[M⊙ yr−1] = 1.42×log(MH2/τdyn)/[M⊙ yr−1]−0.86,
(4)

with an error in slope of 0.05 and a scatter of 0.25 dex. Figure 4
suggests that roughly 10%–50% of the gas is consumed during
each outer disk rotation for local spirals, and some 30%–100%

Figure 9.3: Kennicutt-Schmidt relation
including an expanded high-redshift
sample, with two proposed sequences
(“disks" and “starbursts") indicated.
Points are integrated-galaxy measure-
ments, while contours are spatially-
resolved regions (see below). Credit:
Daddi et al. (2010), ©AAS. Reproduced
with permission.

Nonetheless, the point remains that it is far from clear that there is
a single, uniform relationship between Sgas and SSFR. On the other
hand, the Sgas/torb versus SSFR relationship appears to persist even
in the expanded data set (Figure 9.4).
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Figure 2. SFR density as a function of the gas (atomic and molecular) surface
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(2007; blue) and Bothwell et al. (2009; light green). Crosses and filled triangles
are (U)LIRGs and spiral galaxies from the sample of K98. The shaded regions
are THINGS spirals from Bigiel et al. (2008). The lower solid line is a fit to
local spirals and z = 1.5 BzK galaxies (Equation (2), slope of 1.42), and the
upper dotted line is the same relation shifted up by 0.9 dex to fit local (U)LIRGs
and SMGs. SFRs are derived from IR luminosities for the case of a Chabrier
(2003) IMF.
(A color version of this figure is available in the online journal.)

measured at a higher signal-to-noise ratio. Again, we find that
the populations are split in this diagram and are not well fit by a
single sequence. Our fit to the local spirals and the BzK galaxies
is virtually identical to the original K98 relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.42 × log Σgas/[M⊙ pc−2] − 3.83. (2)

The slope of 1.42 is slightly larger than that of Equation (1),
with an uncertainty of 0.05. The scatter along the relation is
0.33 dex. Local (U)LIRG and SMGs/QSOs are consistent with
a relation having a similar slope and normalization higher by
0.9 dex, and a scatter of 0.39 dex.

Despite their high SFR & 100 M⊙ yr−1 and ΣSFR & 1 M⊙
yr−1 kpc−2, BzK galaxies are not starbursts, as their SFR can
be sustained over timescales comparable to those of local spiral
disks. On the other hand, M82 and the nucleus of NGC 253 are
prototypical starbursts, although they only reach an SFR of a
few M⊙ yr−1. Following Figures 1 and 2, and given the ∼1 dex
displacement of the disk and starburst sequences, a starburst
may be quantitatively defined as a galaxy with LIR (or ΣSFR)
exceeding the value derived from Equation (1) (or Equation (2))
by more than 0.5 dex.

The situation changes substantially when introducing the dy-
namical timescale (τdyn) into the picture (Silk 1997; Elmegreen
2002; Krumholz et al. 2009; Kennicutt 1998). In Figure 3,
we compare Σgas/τdyn to ΣSFR. Measurements for spirals and
(U)LIRGs are from K98, where τdyn is defined to be the rota-

Figure 3. Same as Figure 2, but with the gas surface densities divided by the
dynamical time. The best-fitting relation is given in Equation (3) and has a slope
of 1.14.
(A color version of this figure is available in the online journal.)

tion timescale at the galaxies’ outer radius (although Krumholz
et al. 2009 use the free-fall time). For the near-IR/optically se-
lected z = 0.5–2.3 galaxies, we evaluate similar quantities at the
half-light radius. Extrapolating the measurements to the outer
radius would not affect our results substantially. Quite strikingly,
the location of normal high-z galaxies is hardly distinguishable
from that of local (U)LIRGs and SMGs. All observations are
well described by the following relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.14 × log Σgas/τdyn/[M⊙ yr−1 kpc−2] − 0.62, (3)

with a slope error of 0.03 and a scatter of 0.44 dex. The
remarkable difference with respect to Figures 1 and 2 is due
to the fact that the normal high-z disk galaxies have much
longer dynamical timescales (given their large sizes) than local
(U)LIRGs.

We can test if this holds also for integrated quantities by
dividing the gas masses in Figure 1 by the average (outer radius)
dynamical timescale in each population. Spirals and (U)LIRGs
(whose τdyn does not depend on luminosity) have average values
of τdyn = 370 Myr and τdyn = 45 Myr, respectively (K98). This
can be compared to τdyn = 33 Myr for SMGs (Tacconi et al.
2006; Bouché et al. 2007). For the QSOs, we use the SMG value.
Assuming a flat rotation curve for BzKs, we get an average
τdyn = 330 Myr at the outer radius, about three times longer
than at the half-light radius, given that for an exponential profile
90% of the mass is enclosed within ∼3 half-light radii. A similar
value is found for our z = 0.5 disk galaxies and the z = 1–2.3
objects from Tacconi et al. (2010). Despite this simple approach,
Figure 4 shows a remarkably tight trend:

log SFR/[M⊙ yr−1] = 1.42×log(MH2/τdyn)/[M⊙ yr−1]−0.86,
(4)

with an error in slope of 0.05 and a scatter of 0.25 dex. Figure 4
suggests that roughly 10%–50% of the gas is consumed during
each outer disk rotation for local spirals, and some 30%–100%

Figure 9.4: Kennicutt-Schmidt relation
in its SSFR � Sgas/torb form, including
an expanded high-redshift sample.
Points are the same as in Figure 9.3,
except that points for which the orbital
time are unavailable have been omitted.
Credit: Daddi et al. (2010), ©AAS.
Reproduced with permission.

9.1.4 Dwarfs and low surface brightness galaxies

A second area in which Kennicutt’s original sample has been greatly
expanded is in the study of dwarf galaxies. There were a few dwarfs
in Kennicutt’s original sample, but not that many, due to the diffi-
culty of measuring star formation rates in low luminosity systems.
Kennicutt’s original sample used star formation rates primarily based
on Ha and infrared, but these are difficult to use on dwarfs: the Ha

is faint and hard to pick out above the sky background due to the
low overall star formation rate, and the IR is faint because dwarfs
tend to have little dust and thus reprocess little of their starlight into
the IR. The situation improved greatly with the launch of GALEX in
2003, which allowed the study of dwarfs in the FUV. The FUV has the
advantage that, from space, the background is nearly zero, and thus
much lower levels of star formation activity can be detected much
more easily.

Another problem that does remain for dwarfs is that the CO to H2

conversion factor is almost certainly different than in spirals, and the
CO is often so faint as to be undetectable. This makes it impossible to
measure the molecular gas content of many dwarfs without using a
better proxy like dust. Only with the launch of Herschel has this been
possible with even a modest sample of dwarfs; prior to that, with the
exception of the Small Magellanic Cloud (which could be mapped
in dust with IRAS due to its large size on the sky). Nonetheless, the
H i can certainly be measured, and since the H i almost certainly
dominates the total gas, the relationship between total gas content
and star formation could also be measured.

When the data are plotted, the result is that dwarfs generally lie
below the linear extrapolation of the Kennicutt relationship when one

150 notes on star formation

This result should be taken with a considerable grain of salt. In
part, the bimodality is exaggerated by the use of different XCO factors
for the two sequences, which spreads them further apart. If one
uses a single XCO, the bimodality is far less clear. As mentioned
above, there are excellent reasons to think that XCO is not in fact
constant, but conversely there are no good reasons to think that it
is bimodal as opposed to changing continuously. A second issue is
one of selection: the samples that occupy the two loci are selected in
different ways, and this may well lead to an artificial bimodality that
is not present in the real galaxy population.
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Figure 2. SFR density as a function of the gas (atomic and molecular) surface
density. Red filled circles and triangles are the BzKs (D10; filled) and z ∼ 0.5
disks (F. Salmi et al. 2010, in preparation), brown crosses are z = 1–2.3 normal
galaxies (Tacconi et al. 2010). The empty squares are SMGs: Bouché et al.
(2007; blue) and Bothwell et al. (2009; light green). Crosses and filled triangles
are (U)LIRGs and spiral galaxies from the sample of K98. The shaded regions
are THINGS spirals from Bigiel et al. (2008). The lower solid line is a fit to
local spirals and z = 1.5 BzK galaxies (Equation (2), slope of 1.42), and the
upper dotted line is the same relation shifted up by 0.9 dex to fit local (U)LIRGs
and SMGs. SFRs are derived from IR luminosities for the case of a Chabrier
(2003) IMF.
(A color version of this figure is available in the online journal.)

measured at a higher signal-to-noise ratio. Again, we find that
the populations are split in this diagram and are not well fit by a
single sequence. Our fit to the local spirals and the BzK galaxies
is virtually identical to the original K98 relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.42 × log Σgas/[M⊙ pc−2] − 3.83. (2)

The slope of 1.42 is slightly larger than that of Equation (1),
with an uncertainty of 0.05. The scatter along the relation is
0.33 dex. Local (U)LIRG and SMGs/QSOs are consistent with
a relation having a similar slope and normalization higher by
0.9 dex, and a scatter of 0.39 dex.

Despite their high SFR & 100 M⊙ yr−1 and ΣSFR & 1 M⊙
yr−1 kpc−2, BzK galaxies are not starbursts, as their SFR can
be sustained over timescales comparable to those of local spiral
disks. On the other hand, M82 and the nucleus of NGC 253 are
prototypical starbursts, although they only reach an SFR of a
few M⊙ yr−1. Following Figures 1 and 2, and given the ∼1 dex
displacement of the disk and starburst sequences, a starburst
may be quantitatively defined as a galaxy with LIR (or ΣSFR)
exceeding the value derived from Equation (1) (or Equation (2))
by more than 0.5 dex.

The situation changes substantially when introducing the dy-
namical timescale (τdyn) into the picture (Silk 1997; Elmegreen
2002; Krumholz et al. 2009; Kennicutt 1998). In Figure 3,
we compare Σgas/τdyn to ΣSFR. Measurements for spirals and
(U)LIRGs are from K98, where τdyn is defined to be the rota-

Figure 3. Same as Figure 2, but with the gas surface densities divided by the
dynamical time. The best-fitting relation is given in Equation (3) and has a slope
of 1.14.
(A color version of this figure is available in the online journal.)

tion timescale at the galaxies’ outer radius (although Krumholz
et al. 2009 use the free-fall time). For the near-IR/optically se-
lected z = 0.5–2.3 galaxies, we evaluate similar quantities at the
half-light radius. Extrapolating the measurements to the outer
radius would not affect our results substantially. Quite strikingly,
the location of normal high-z galaxies is hardly distinguishable
from that of local (U)LIRGs and SMGs. All observations are
well described by the following relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.14 × log Σgas/τdyn/[M⊙ yr−1 kpc−2] − 0.62, (3)

with a slope error of 0.03 and a scatter of 0.44 dex. The
remarkable difference with respect to Figures 1 and 2 is due
to the fact that the normal high-z disk galaxies have much
longer dynamical timescales (given their large sizes) than local
(U)LIRGs.

We can test if this holds also for integrated quantities by
dividing the gas masses in Figure 1 by the average (outer radius)
dynamical timescale in each population. Spirals and (U)LIRGs
(whose τdyn does not depend on luminosity) have average values
of τdyn = 370 Myr and τdyn = 45 Myr, respectively (K98). This
can be compared to τdyn = 33 Myr for SMGs (Tacconi et al.
2006; Bouché et al. 2007). For the QSOs, we use the SMG value.
Assuming a flat rotation curve for BzKs, we get an average
τdyn = 330 Myr at the outer radius, about three times longer
than at the half-light radius, given that for an exponential profile
90% of the mass is enclosed within ∼3 half-light radii. A similar
value is found for our z = 0.5 disk galaxies and the z = 1–2.3
objects from Tacconi et al. (2010). Despite this simple approach,
Figure 4 shows a remarkably tight trend:

log SFR/[M⊙ yr−1] = 1.42×log(MH2/τdyn)/[M⊙ yr−1]−0.86,
(4)

with an error in slope of 0.05 and a scatter of 0.25 dex. Figure 4
suggests that roughly 10%–50% of the gas is consumed during
each outer disk rotation for local spirals, and some 30%–100%

Figure 9.3: Kennicutt-Schmidt relation
including an expanded high-redshift
sample, with two proposed sequences
(“disks" and “starbursts") indicated.
Points are integrated-galaxy measure-
ments, while contours are spatially-
resolved regions (see below). Credit:
Daddi et al. (2010), ©AAS. Reproduced
with permission.

Nonetheless, the point remains that it is far from clear that there is
a single, uniform relationship between Sgas and SSFR. On the other
hand, the Sgas/torb versus SSFR relationship appears to persist even
in the expanded data set (Figure 9.4).
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Figure 2. SFR density as a function of the gas (atomic and molecular) surface
density. Red filled circles and triangles are the BzKs (D10; filled) and z ∼ 0.5
disks (F. Salmi et al. 2010, in preparation), brown crosses are z = 1–2.3 normal
galaxies (Tacconi et al. 2010). The empty squares are SMGs: Bouché et al.
(2007; blue) and Bothwell et al. (2009; light green). Crosses and filled triangles
are (U)LIRGs and spiral galaxies from the sample of K98. The shaded regions
are THINGS spirals from Bigiel et al. (2008). The lower solid line is a fit to
local spirals and z = 1.5 BzK galaxies (Equation (2), slope of 1.42), and the
upper dotted line is the same relation shifted up by 0.9 dex to fit local (U)LIRGs
and SMGs. SFRs are derived from IR luminosities for the case of a Chabrier
(2003) IMF.
(A color version of this figure is available in the online journal.)

measured at a higher signal-to-noise ratio. Again, we find that
the populations are split in this diagram and are not well fit by a
single sequence. Our fit to the local spirals and the BzK galaxies
is virtually identical to the original K98 relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.42 × log Σgas/[M⊙ pc−2] − 3.83. (2)

The slope of 1.42 is slightly larger than that of Equation (1),
with an uncertainty of 0.05. The scatter along the relation is
0.33 dex. Local (U)LIRG and SMGs/QSOs are consistent with
a relation having a similar slope and normalization higher by
0.9 dex, and a scatter of 0.39 dex.

Despite their high SFR & 100 M⊙ yr−1 and ΣSFR & 1 M⊙
yr−1 kpc−2, BzK galaxies are not starbursts, as their SFR can
be sustained over timescales comparable to those of local spiral
disks. On the other hand, M82 and the nucleus of NGC 253 are
prototypical starbursts, although they only reach an SFR of a
few M⊙ yr−1. Following Figures 1 and 2, and given the ∼1 dex
displacement of the disk and starburst sequences, a starburst
may be quantitatively defined as a galaxy with LIR (or ΣSFR)
exceeding the value derived from Equation (1) (or Equation (2))
by more than 0.5 dex.

The situation changes substantially when introducing the dy-
namical timescale (τdyn) into the picture (Silk 1997; Elmegreen
2002; Krumholz et al. 2009; Kennicutt 1998). In Figure 3,
we compare Σgas/τdyn to ΣSFR. Measurements for spirals and
(U)LIRGs are from K98, where τdyn is defined to be the rota-

Figure 3. Same as Figure 2, but with the gas surface densities divided by the
dynamical time. The best-fitting relation is given in Equation (3) and has a slope
of 1.14.
(A color version of this figure is available in the online journal.)

tion timescale at the galaxies’ outer radius (although Krumholz
et al. 2009 use the free-fall time). For the near-IR/optically se-
lected z = 0.5–2.3 galaxies, we evaluate similar quantities at the
half-light radius. Extrapolating the measurements to the outer
radius would not affect our results substantially. Quite strikingly,
the location of normal high-z galaxies is hardly distinguishable
from that of local (U)LIRGs and SMGs. All observations are
well described by the following relation:

log ΣSFR/[M⊙ yr−1 kpc−2]

= 1.14 × log Σgas/τdyn/[M⊙ yr−1 kpc−2] − 0.62, (3)

with a slope error of 0.03 and a scatter of 0.44 dex. The
remarkable difference with respect to Figures 1 and 2 is due
to the fact that the normal high-z disk galaxies have much
longer dynamical timescales (given their large sizes) than local
(U)LIRGs.

We can test if this holds also for integrated quantities by
dividing the gas masses in Figure 1 by the average (outer radius)
dynamical timescale in each population. Spirals and (U)LIRGs
(whose τdyn does not depend on luminosity) have average values
of τdyn = 370 Myr and τdyn = 45 Myr, respectively (K98). This
can be compared to τdyn = 33 Myr for SMGs (Tacconi et al.
2006; Bouché et al. 2007). For the QSOs, we use the SMG value.
Assuming a flat rotation curve for BzKs, we get an average
τdyn = 330 Myr at the outer radius, about three times longer
than at the half-light radius, given that for an exponential profile
90% of the mass is enclosed within ∼3 half-light radii. A similar
value is found for our z = 0.5 disk galaxies and the z = 1–2.3
objects from Tacconi et al. (2010). Despite this simple approach,
Figure 4 shows a remarkably tight trend:

log SFR/[M⊙ yr−1] = 1.42×log(MH2/τdyn)/[M⊙ yr−1]−0.86,
(4)

with an error in slope of 0.05 and a scatter of 0.25 dex. Figure 4
suggests that roughly 10%–50% of the gas is consumed during
each outer disk rotation for local spirals, and some 30%–100%

Figure 9.4: Kennicutt-Schmidt relation
in its SSFR � Sgas/torb form, including
an expanded high-redshift sample.
Points are the same as in Figure 9.3,
except that points for which the orbital
time are unavailable have been omitted.
Credit: Daddi et al. (2010), ©AAS.
Reproduced with permission.

9.1.4 Dwarfs and low surface brightness galaxies

A second area in which Kennicutt’s original sample has been greatly
expanded is in the study of dwarf galaxies. There were a few dwarfs
in Kennicutt’s original sample, but not that many, due to the diffi-
culty of measuring star formation rates in low luminosity systems.
Kennicutt’s original sample used star formation rates primarily based
on Ha and infrared, but these are difficult to use on dwarfs: the Ha

is faint and hard to pick out above the sky background due to the
low overall star formation rate, and the IR is faint because dwarfs
tend to have little dust and thus reprocess little of their starlight into
the IR. The situation improved greatly with the launch of GALEX in
2003, which allowed the study of dwarfs in the FUV. The FUV has the
advantage that, from space, the background is nearly zero, and thus
much lower levels of star formation activity can be detected much
more easily.

Another problem that does remain for dwarfs is that the CO to H2

conversion factor is almost certainly different than in spirals, and the
CO is often so faint as to be undetectable. This makes it impossible to
measure the molecular gas content of many dwarfs without using a
better proxy like dust. Only with the launch of Herschel has this been
possible with even a modest sample of dwarfs; prior to that, with the
exception of the Small Magellanic Cloud (which could be mapped
in dust with IRAS due to its large size on the sky). Nonetheless, the
H i can certainly be measured, and since the H i almost certainly
dominates the total gas, the relationship between total gas content
and star formation could also be measured.

When the data are plotted, the result is that dwarfs generally lie
below the linear extrapolation of the Kennicutt relationship when one
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KS relation in dwarfs and LSBs
• Dwarf galaxies fall substantially below 

the KS scaling for local spirals


• Major data issues: molecular gas very 
hard to observe due to low metallicity, 
total mass assumed dominated by HI


• If one uses only H2, results depend 
entirely on choice of 𝛼CO


• H𝛼 very faint, hard to see against sky 
background — reliable measurement 
requires UV from space

the star formation rate at galactic scales: observations 151

considers their total gas content (Figure 9.5).

9.2 The Spatially-Resolved Star Formation Rate
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(FUV − NUV ) colors become redder above an H i mass of
1010 M⊙. On average the (FUV − NUV ) colors for the LSB
galaxies in this paper are not as red as those presented in Boissier
et al. (2008). The largest difference is for Malin 1, for which
Boissier et al. (2008) measured a color of 0.84 ± 0.10. In
contrast, we find a color of 0.24 ± 0.2. Our measurements of
the total NUV magnitude agree while our FUV flux is brighter
than that measured by Boissier et al. (2008). This difference is
due in part to the difference in the GALEX calibration between
the GR1 and GR3 data releases as well as differences in the
choice of aperture and the precise sky background level. As
most of the galaxies in Boissier et al. (2008) do not have
resolved H i maps, these were not included in our sample. While
there does appear to be some LSB galaxies with redder UV
colors, particularly at higher masses, this does not appear to be
universally true.

The (FUV − NUV ) colors of galaxies can be affected
by several factors including the recent star formation history,
the metallicity, and reddening due to dust. We have argued
in Section 3.2 that LSB galaxies likely have low amounts of
UV attenuation from dust and therefore, dust probably does
not affect the (FUV − NUV ) colors of our sample. There
is some disagreement among stellar population models about
the intrinsic (FUV − NUV ) colors of galaxies. For models
with a constant SFR, no dust, solar metallicity, and a Kroupa
et al. (1993) stellar IMF reaching to 100 M⊙, Boissier et al.
(2008) predict a color of (FUV − NUV ) ≈ 0.2 mag after
about 1 Gyr. Models with lower metallicities yield slightly
bluer colors. On the other hand, the models of Bruzual &
Charlot (2003) for a similar set of parameters predict a color
of (FUV −NUV ) ≈ 0.0 mag for ages greater than 1 Gyr. With
only a couple of exceptions, the (FUV − NUV ) colors of all
of our LSB galaxies are consistent to within the errors with the
Boissier et al. models and somewhat redder than that predicted
by Bruzual & Charlot. Given the errors on the (FUV − NUV )
color and the disagreement among models, we do not find any
strong evidence from the colors of the LSB galaxies for either
variable star formation histories or a nonstandard IMF. If this
had been the case, then we would be underestimating the SFRs in
the LSB galaxies using the standard conversion factor between
UV luminosity and SFR in Equation (3).

3.4. Gas Surface Densities

We have used the H i radial surface density profiles from van
der Hulst et al. (1993), de Blok et al. (1996), and Pickering
et al. (1997) to measure the average gas surface densities for
our sample of LSB galaxies within the same aperture used
to measure the total UV flux. In order to be consistent with
measurements from Kennicutt (1998a), we did not correct the
gas densities for helium or other heavy elements.

The total gas surface density should include both the atomic
and molecular gas. Only a few LSB galaxies have molecular
gas detected from radio observations of the CO lines while most
remain undetected (de Blok & van der Hulst 1998b; O’Neil
et al. 2000, 2003; Matthews & Gao 2001; O’Neil & Schinnerer
2004; Matthews et al. 2005; Das et al. 2006; Schombert
et al. 1990; Braine et al. 2000). The few detections and many
upper limits correspond to very low molecular fractions in the
range 1%–10% for most LSB galaxies, assuming a Galactic
CO to H2 conversion factor (O’Neil et al. 2003). Among the
galaxies with molecular gas detected, CO maps of the giant
LSB galaxies LSBC F568-06 and UGC 6614 show molecular
gas clearly offset from the nucleus and only detected at certain
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Figure 17. SFR surface density as a function of the total hydrogen gas surface
density. The colored symbols indicate the sample of 19 LSB galaxies from this
paper with SFRs measured from the UV with no correction for dust attenuation.
The gas surface densities are derived from the H i data from de Blok et al.
(1996) (green circles), Pickering et al. (1997) (red triangles), and van der Hulst
et al. (1993) (blue stars) and assume that the molecular fraction is negligible.
The black pluses indicate the sample of higher surface brightness galaxies from
Kennicutt (1998a) while the solid line is the power-law fit to these points with
exponent 1.4. The dotted lines indicate lines of constant star formation efficiency
assuming a star formation time scale of 108 yr. The LSB galaxies tend to lie
below the extrapolation of the power-law fit to the higher surface brightness
sample.
(A color version of this figure is available in the online journal.)

locations, indicating that what little molecular gas they do have
is irregularly distributed (Das et al. 2006).

One critical assumption that went into determining these low
molecular fractions is that the standard Galactic conversion fac-
tor between CO luminosity and H2 mass applies to LSB galaxies.
Since LSB galaxies have on average oxygen abundances below
the Solar value (Burkholder et al. 2001; McGaugh 1994), the
ratio of CO to H2 would be expected to be lower simply due
to the overall lower metallicity. On the other hand, observations
of individual molecular clouds in nearby low metallicity dwarf
galaxies are consistent with the standard Galactic CO-to-H2
conversion factor (Leroy et al. 2006; Bolatto et al. 2008). In ad-
dition, the low dust content in LSB galaxies would be expected
to lower the CO/H2 ratio because the dust can act as a catalyst
for the formation of CO as well as shielding the molecules from
potentially damaging UV radiation (Mihos et al. 1999). Despite
these uncertainties, we assumed for the purposes of this paper
that the gas mass in LSB galaxies is dominated by the atomic
gas.

3.5. The Star Formation Law

We plot the SFR surface density as a function of the gas
surface density in Figure 17. The green circles, red triangles,
and blue stars are the galaxies with H i data from de Blok
et al. (1996), Pickering et al. (1997), and van der Hulst et al.
(1993), respectively. For comparison, we also plot the sample
of spiral and starburst galaxies from Kennicutt (1998a) as the
black pluses. The solid line is the power-law fit to the high
surface brightness sample of the form of Equation (1). Kennicutt

Figure 9.5: Kennicutt-Schmidt relation
including an expanded sample of low
surface brightness galaxies. The black
points are the original Kennicutt (1998)
sample, while the colored points are the
low surface brightness sample. Credit:
Wyder et al. (2009), ©AAS. Reproduced
with permission.

The previous section summarizes the observational state of play as
far as single points per galaxy goes, but what about if we start to
resolve galaxies? Starting around 2006-7, instrumentation reached the
point where it became possible to make spatially resolved maps of
the gas and star formation in galaxies. For gas, the key development
was the advent of heterodyne receiver arrays, which greatly increased
mapping speed and made it possible to produce maps of the CO
in nearby galaxies at resolutions of ⇠ 1 kpc or better in reasonable
amounts of observing time. For star formation, the key was the
development of space-based infrared telescopes, first Spitzer and then
Herschel, that could make images of the dust-reprocessed light from
a galactic disk. Armed with these new technologies, a number of
groups began to make maps of the relationship between gas and star
formation within the disks of nearby galaxies, starting at ⇠ 1 kpc or
better scales and eventually going in some cases to ⇠ 10 pc scales.

9.2.1 Relationship to Molecular Gas

One of the first results to emerge from these studies was the strikingly-
good correlation between molecular gas and star formation when
both are measured at ⇠ 0.5 � 1 kpc scales (Figure 9.6). The correla-
tion between molecular gas and star formation is noticeably tighter
than the galaxy-averaged correlation first explored by Kennicutt. In
nearby galaxies, at least in the inner disks where CO is bright enough
to be detectable, there appears to be a roughly constant depletion
time tdep = SH2 /SSFR ⇡ 2 Gyr. There is considerable debate about
whether the depletion time is actually constant, or whether it in-
creases or decreases slightly with SH2. This debate mostly turns on
technical questions of how to handle background subtraction and
correct for contamination, and on how to properly fit a very noisy
data set. Thus indices within a few tenths of 1.0 for SSFR versus SH2

cannot be ruled out. Nonetheless, the correlation is clear and striking.
Also striking is the extent to which this depletion time is insensitive

to any other properties of the galaxy. Varying the stellar surface den-
sity or the local orbital timescale, or the dust to gas ratio (once a
dust to gas-dependent XCO factor has been used) appears to have
no significant effect on the star formation rate per unit molecular
gas mass. Note that the lack of dependence on the orbital time scale
is in striking contrast to the results for whole galaxy star formation
rates, where plotting things in terms of surface density does not yield

Wyder+ 2009



The spatially-resolved KS relation
Measured at ~1 kpc resolution 

• Molecular gas in nearby galaxies shows a 
nearly universal tdep ~ 1 - 4 Gyr


• No major variation with galactocentric radius, 
except possibly at very centre


• Conclusion only applies to nearby spirals — 
based on integrated measurements, tdep ~ must 
be smaller in starburst and high-z systems


• Also holds in dwarfs, as long as one measures 
H2 using something other than CO as a proxy

from the HyperLEDA catalog (Makarov et al. 2014). A list of
the galaxy sample is tabulated in Appendix A.

We exclude AGN and LINER emission regions based on
N II/Hα and O III/Hβ line ratios (i.e., the BPT diagram;
Baldwin et al. 1981; Kewley & Dopita 2002; Kauffmann
et al. 2003). Any data points above the demarcation line of
Kewley & Dopita (2002) are blanked. We also blank any
regions that have Hα equivalent width less than 6Å, because
~80% of stars in those regions are older than ∼500 Myr, and
hence, not associated to star-forming regions (Sánchez et al.
2014). Note that the LINER emission region is not only
concentrated in the center, but also in the disk, possibly due to
photoionization from AGB stars (Singh et al. 2013; Belfiore
et al. 2016). A galaxy is removed from the samples if all pixels
in the center (i.e., within R0.1 25) are AGN/LINER-like
emission. Based on that criterion, 31 galaxies from the EDGE
sample are removed.

We further remove 17 galaxies that do not have sufficient
CO or SFR detection in the centers or in the disks, because
measurement of τdep is severely contaminated by nondetection.
If a galaxy has less than two detected pixels in the center or in
the disk, then that galaxy is removed from the sample. Lastly,
26 galaxies with 2 ni 75 (equivalents to the ratio of minor to
major axes of less than 0.25) are removed because highly
inclined galaxies yield few sampling points along the minor
axis, resulting in a deprojected beam elongated parallel to the
minor axis in the plane of the galaxy, and high uncertainty in
the estimation of dust extinction.

Our final sample has stellar masses (M*) from ´4 109 to
´ :M2 1011 , molecular gas masses (Mmol) from ´8 107 to
´ :M1 1010 , and gas-phase metallicities ( +12 log[O/H]) from

8.4 to 8.6 dex. Our sample consists of 50 spirals (Hubble
type from Sa to Sd) and 2 early-types, 24 of which are barred
and 7 of them are interacting (Barrera-Ballesteros et al. 2015).
The ranges in the stellar and molecular gas masses are
comparable to the unresolved survey of COLDGASS (Saintonge
et al. 2011a, 2011b). In addition, we have a comparable number
of galaxies and cover farther distance in the local volume
( 1 1d26 169Mpc) than previous resolved surveys, such as
BIMA SONG (44 galaxies; 1 1d2 26 Mpc; Helfer et al.
2003), Nobeyama CO Survey (40 galaxies; <d 25Mpc; Kuno
et al. 2007), CARMA STING (14 galaxies; 1 1d5 43Mpc;
Rahman et al. 2012), JCMT NGLS (155 galaxies; <d 25Mpc;
Wilson et al. 2012), and HERACLES (48 galaxies; 1 1d3
15Mpc; Schruba et al. 2012; Leroy et al. 2013). Thus, our
sample bridges the gap between nearby and higher redshift
galaxies.

4. Results

In Figure 4, we show the KS relation for molecular gas. The
data points are from pixel measurements (detected both in SFR
and CO) in 52 galaxies. The median values of ΣSFR for a given
bin of Σmol are marked as black dots, while the constant values
of τdep=1, 2, and 4 Gyr are indicated. There is a tendency that
the high Σmol region (top right in Figure 4) has a slightly
shorter τdep than the low Σmol region (i.e., the best-fit slope is
slightly larger than unity). Since galactic centers have higher
Σmol than that in the disks, this indicates that the centers have
shorter τdep than in the disks.

In order to study the variation of tdep between the galactic
centers and disks, we need to separate the central region of a
galaxy. To do so, we define the center as a region within

R0.1 25 from the galactic nucleus, and the disk as a region
between R0.1 25and R0.7 25. Therefore, tcenter and tdisk are the
median of τdep over all detected pixels in the center and in the
disk, respectively. If the median or the whole value of τdep in a
galaxy is used, it means we cover both the center and the disk,
and we refer to it as tdep,med. If the number of detected pixels in
the disks is much larger than those in the centers, then the
values of tdep,med is similar to tdisk. We adopt R0.7 25 as the
outermost radius because CO is hardly detected beyond that
radius.
The radial distance to the galactic nucleus is calculated using

the assumption that the molecular gas lies on the galactic mid-
plane, without warp, isophotal twist, and misalignment. Since
each galaxy has a different physical size in kiloparsecs,
sometimes we normalize the radius with respect to R25, i.e., the
radius where the surface brightness is 25 mag arcsec−2 in the
B-band. We adopt the values of R25 from the HyperLEDA
catalog. The scaling relation between R25 and the stellar scale
length (l*) is *= o( )R l4.6 0.825 (Leroy et al. 2008). Unless
otherwise stated, throughout this paper, we focus on the star-
forming regions detected in both CO (Σmol 2 :M10 pc−2) and
Hα on a pixel-by-pixel basis (an ∼kiloparsec scale).

4.1. Depletion Time in the Centers and in the Disks

Since CO emission is patchy, not all regions within a galaxy
are detected in CO and Hα. To accrue more signal-to-noise and
to get a better radial coverage across the sample, we aggregate
the τdep measurements as a function of r R25 for all galaxies.
By doing this measurement for the CO detections only, we
focus on regions that, like most galaxy centers, are dominated
by molecular gas ( .S 10mol Me pc−2), and where similar star-
formation mechanisms are likely to operate. In Figure 5, τdep in
each detected pixel are plotted as a function of radius. The
median value of τdep is 2.4 Gyr with ∼0.5 dex scatter. This
value is in line with the previous measurements in nearby

Figure 4. Relationship between Σmol and ΣSFR for 52 galaxies in our sample.
The data points are pixel-by-pixel measurements ( ´ ´ ´2 2 ), with colors and
point sizes coded by the density of data points. The black dots are the median
values of ΣSFR within bins of Σmol. A linear fit to the black dots is given by the
solid black line. This linear fit has a slope of 1.08±0.01 and an intercept point
of −3.49±0.02. The dotted, dashed, and dash–dotted lines correspond to
τdep=1, 2, and 4 Gyr, respectively.
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galaxies (e.g., Bigiel et al. 2011; Rahman et al. 2012; Leroy
et al. 2013). Pointings in the center, however, have shorter τdep
than those in the disk. However, the dip of tcenter does not occur
in all galaxies in the sample, and becomes more prominent
when we separate those galaxies from the rest of the sample
(see Section 4.2).

In Figure 6, tcenter and tdisk for each galaxy are shown. The
ratio between tcenter and tdisk in our sample can reach a factor of
∼10, but the ratio in most galaxies is between unity and a
factor of 3. The scatter in log(tcenter/tdisk ) is larger in the high
stellar and molecular gas masses regime. We investigate
whether the variation of tcenter relative to tdisk is correlated to
the global properties of galaxies, namely the stellar masses

*( )M , the molecular gas masses ( )Mmol , the Hubble types, the
gas-phase metallicities, and the age of stellar populations. We
adopt RC3 de Vaucouleurs et al. (1991) indices from the
HyperLEDA catalog as morphological types. For the oxygen
abundance and the age of the stellar population, we use their
median value within a o1 0.2 effective radius (Re) because
Sánchez et al. (2016) suggest that the value at Re is a good
representation for a galaxy.

We do not find a correlation between log(t tcenter disk ) and
morphology, gas-phase metallicity, or age of stellar populations
at Re, probably because we have a limited range in morphology
(96% of our samples are spirals) and gas-phase metallicity
(only ∼0.2 dex of variations). Furthermore, the age of stellar
populations at Re reflect the value in the disks, where tdisk does
not vary as much as tcenter. If we measure the stellar age in the
center, however, galaxies with low values of log(t tcenter disk )
have younger ages for stellar populations (see Section 5.4).
There is also no significant correlation between tcenter/tdisk and

*M M, mol, and *M Mmol (Figure 6), as indicated by low values
of Kendall (1938) τ-coefficient.

It should be noted that three galaxies with the lowest values
of log(tcenter/tdisk ) are interacting galaxies (marked as black
squares in Figure 6). In addition, barred galaxies, marked as

black diamonds in Figure 6 (identified from the photometric fit
of Méndez-Abreu et al. 2017, or from the HyperLEDA
catalog), tend to have lower values of log(tcenter/tdisk ) than
unbarred galaxies. The mean values of log(tcenter/tdisk )
for interacting and barred galaxies are −0.42±0.51 and
−0.22±0.28, while the corresponding value for unbarred
galaxies is −0.03±0.35. This indicates that perturbed systems
may enhance the star-formation efficiency in the center.

4.2. Separations of Galaxies into Three Groups of τdep

To see a clear variation of tcenter with respect to tdisk , we
separate galaxies into three groups based on their log
(tcenter/tdisk ) values. The three groups of τdep are the following.
(1) Galaxies with falling tcenter, defined as those with log
t t < -( ) 0.26center disk dex, represent 26.9% of the galaxy
sample. (2) Galaxies with rising tcenter, defined as those with
log t t >( ) 0.26center disk dex, represent 11.5% of the galaxy
sample. (3) The rest of them (61.6% of the sample) have log
(t tcenter disk ) within ±0.26 dex, which we defined as flat τdep.
We list the values of τdep in the centers, disks, and whole
galaxy (median) in Appendix A, where we use the notation
“drop,” “rise,” and “flat” for these three groups. In this respect,
we expand the previous finding that galactic centers have
shorter τdep than that in the disks (Leroy et al. 2013) to include
galactic centers that have similar, and even, longer tcenter
compared to tdisk . The results of this segregation are shown in
the top row of Figure 7.
We use 0.26 dex as a separator between three different

groups of τdep because this value is the standard deviation of
resolved τdep measurements within 0.7 R25. This value also
coincides with what was found in several galaxies of the
HERACLES sample, which show a dip of tcenter by about 0.2
dex relative to tdisk (for a constant CO-to-H2 conversion factor;
Leroy et al. 2013). However, keep in mind that the variation of
tcenter is continuous, i.e., there is no clear separation or
clustering between those three groups (see Figure 6). This
classification of galaxies into three groups is just an approach to
see a difference between tcenter and tdisk in some galaxies.
We check how robust this classification is after the inclusion

of upper and lower limits of τdep in Appendix B. The number
of galaxies in the drop tcenter group reduces from 14 to 12 after
the inclusion of non-detections as s1 rms and increases from 14
to 20 after the inclusion of nondetections as s2 rms. We refer to
those numbers as the uncertainties of our classification, i.e., the
number of galaxies in the drop tcenter group is -

+14 2
6 . For the flat

and rising tcenter groups, the corresponding numbers are -
+3 2 4

2

and -
+6 2

0, respectively. About 88.5% of the sample does not
change group after the inclusion of nondetections as s1 rms. This
means the numbers of galaxies in each group are quite robust.
In Appendix C, we check whether the drop of tcenter is

affected by varying physical resolutions from 1 to 3 kpc. This is
equivalent to placing galaxies at a farther distance. We found
that the drop of tcenter is more prominent in a scale of 1 kpc.
This means the number of galaxies in the drop tcenter group is
likely to be larger if we have a resolution better than 1 kpc.
In the bottom row of Figure 7, we show each of the three

groups in the absolute scale of τdep (in years). It shows that the
galactic centers in the drop (rise) tcenter groups form stars more
(less) efficiently than those in the flat τdep group, i.e., their
locations in the KS diagram lie above (below) the disks. The
values of tcenter in the drop τdep group (»1 Gyr) are not only
lower relative to tdisk , but also in the absolute sense. Therefore,

Figure 5. Depletion time as a function of radius, aggregated over all detected
regions in the sample. The data points are the pixel-by-pixel ( ´ ´ ´2 2 )
measurements. The colors and sizes of points represent the global density of the
data points and the solid line is the median value of τdep in radial bins. On the
top and bottom of the figure, we label the fractions of nondetection pixels that
correspond to upper and lower limits in τdep, respectively. Upper limits in τdep
are pixels with known SFRs but CO is not detected, and vice versa for lower
limits. The Hα measurements are more sensitive than the CO maps, therefore,
the fractions of upper limits are higher than the fractions of lower limits at any
radius.
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SF efficiency
The εff parameter

• To include starbursts, it is helpful 
to normalise to free-fall time


• Estimate by assuming disc in 
hydrostatic equilibrium, or by 
using typical GMC surface 
densities (whichever gives higher 
density)


• Result: a universal efficiency εff ≈ 
1 - 2%, factor of ~3 scatter

154 notes on star formation

Figure 9.7: Kennicutt-Schmidt relation
normalized by the estimated free-fall
time. Points plotted include resolved
pixels in nearby galaxies (blue and
green rasters), unresolved galaxies at
low (green) and high (purple) redshift,
and individual clouds within the Milky
Way (red). Reprinted from Phys. Rep.,
539, Krumholz, "The big problems in
star formation: The star formation rate,
stellar clustering, and the initial mass
function", 49-134, 2014, with permission
from Elsevier.

Krumholz 2014



SF in atomic gas
• Outer galaxies and dwarfs dominated by 

HI rather than H2


• In inner galaxies, basically no correlation 
between SFR and amount of HI.


• Instead HI has a maximum surface density 
of ~10 M⨀ pc−2 independent of SFR 


• In outer galaxies there is a correlation, but 
with very large scatter, and very large 
depletion time — tdep ~ 100 Gyr


• Ratio of H2 and HI depletion times implies 
a minimum H2 fraction ~2%

156 notes on star formation

9.2.2 Relationship to Atomic Gas and All Neutral Gas

The results for molecular gas are in striking contrast to the results
for total gas or just atomic gas. If one considers only atomic gas, one
finds that the H i surface density reaches a maximum value which
it does not exceed, and that the star formation rate is essentially
uncorrelated with the H i surface density when it is at this maximum
(Figure 9.9). In the inner parts of galaxies, star formation does not
appear to care about H i.

No. 6, 2008 THE SF LAW IN NEARBY GALAXIES ON SUB-KPC SCALES 2861

Figure 8. Sampling data for all seven spiral galaxies plotted together. Top left: ΣSFR vs. ΣHI; top right: ΣSFR vs. ΣH2; middle right: ΣSFR vs. Σgas. The bottom-left and
right panels show ΣSFR vs. Σgas using Hα and a combination of Hα and 24 µm emission as SF tracers, respectively (for a subsample of six spirals). The sensitivity
limit of each SF tracer is indicated by a horizontal dotted line. The black contour in the bottom panels corresponds to the orange contour in the middle-right panel and
is shown for comparison. The vertical dashed lines indicate the value at which ΣHI saturates and the vertical dotted lines (top-right and middle-left panels) represent
the sensitivity limit of the CO data. The diagonal dotted lines and all other plot parameters are the same as in Figure 4. The middle-left panel shows histograms of the
distributions of H i and H2 surface densities (normalized to the total number of sampling points above the respective sensitivity limit) in the sample.

Figure 9.9: Kennicutt-Schmidt relation
for H i gas in inner galaxies, averaged
on ⇠ 750 pc scales. Contours indicate
the density of points. Credit: Bigiel
et al. (2008), ©AAS. Reproduced with
permission.

On the other hand, if one considers the outer parts of galaxies,
there is a correlation between H i content and star formation, albeit
with a very, very large scatter (Figure 9.10). While there is a correla-
tion, the depletion time is extremely long – typically ⇠ 100 Gyr. It
is important to point out that, while it is not generally possible to
detect CO emission over broad areas in these outer disks, when one
stacks the data, the result is that the depletion time in molecular gas
is still ⇠ 2 Gyr. Thus these very long depletion times appear to be a
reflection of a very low H2 to H i ratio, but one that does not go all the
way to zero, and instead stops at a floor of ⇠ 1 � 2%.

No. 5, 2010 EXTREMELY INEFFICIENT STAR FORMATION IN OUTER GALAXY DISKS 1205

Figure 7. SFE as a function of ΣH i for spiral (left) and dwarf (right) galaxies. Methodology as Figure 6 except that the data have now been divided into three radial bins
with results for each bin plotted separately (black filled circles show radii 0.5–1 × r25, dark gray circles show 1–1.5 × r25, and light gray circles show 1.5–2 × r25). We
also plot arrows instead of error bars where the scatter exceeds the lower plot boundary. Generally, the SFE increases with ΣH i and for a given ΣH i, the SFE decreases
with increasing galactocentric radius.

Figure 8. Pixel-by-pixel distribution of FUV (right axis; left axis after conversion to ΣSFR, Equation (2)) as a function of H i in the outer disks (1–2 × r25) of spiral
(left) and dwarf (right) galaxies. Contours show the density of data after combining all galaxies in each sample with equal weight given to each galaxy. Magenta,
red, orange, and green areas show the densest 25%, 50%, 75%, and 90% of the data, respectively. Dotted lines indicate constant H i depletion times of 108–1012 yr
(taking into account heavy elements). A horizontal dashed line indicates the typical 3σ sensitivity of an individual FUV measurement. Black filled circles show our
best estimate for the true relation between FUV and H i after accounting for finite sensitivity: they represent the median FUV after binning the data by ΣH i and error
bars are the lognormal scatter that yields the best match to the data after accounting for noise (see the text). To allow easy comparison, we overplot the orange (75%)
contour for the spirals as a thick black contour in the dwarf (right) plot.

Many of the conclusions from Sections 3.3.1 and 3.3.2 are
again evident in Figure 8. Depletion times are large (lines of
constant H i depletion time appear as dotted diagonal lines in
Figure 8) and change systematically but relatively weakly with
changing ΣH i. Dwarf galaxies exhibit somewhat higher ΣH i than
spirals, leading to a lack of low-column points in the right panel
of Figure 8. At a given H i column density, the FUV one finds in
spirals and dwarfs is quite similar. This last conclusion can be
clearly seen from the right panel of Figure 8, where the orange
contour from the left panel appears as a thick black contour that
closely matches the distribution observed in dwarfs.

Sensitivity is a significant concern in this plot. The horizontal
line shows a typical 3σ sensitivity for our FUV maps. A

large fraction of our measurements lies below this line. This is
problematic for a log–log plot, where negatives are not reflected.
To robustly follow the general trend down to low ΣSFR, we
overplot median values for ΣSFR in five equally spaced ΣH i bins
as black circles. All data, including negatives, contribute to the
median, making it much more sensitive than each individual
point. Error bars on these points give our best estimate for
the intrinsic (log) scatter in ΣSFR in each H i bin. We derive
this estimate by comparing the observed data in each bin to a
series of mock data distributions. These are constructed to have
the observed median and appropriate Gaussian noise (measured
from the FUV maps) with varying degrees of lognormal scatter
(from 0.0 to 2.0 dex). We compare each mock distribution to the

Figure 9.10: Kennicutt-Schmidt relation
for H i gas in outer galaxies, averaged
on ⇠ 750 pc scales. Contours indicate
the density of points, and the two
panels are for spirals and dwarfs,
respectively. Black points with error
bars indicate the mean and dispersion
in bins of SHI. Credit: Bigiel et al.
(2010), ©AAS. Reproduced with
permission.

If instead of plotting just atomic or molecular gas on the x-axis,
one plots total gas, then a clear relationship emerges. At high gas
surface density, the ISM is mostly H2, and this gas forms stars with
a constant depletion time of ⇠ 2 Gyr. In this regime, the H i surface
density saturates at ⇠ 10 M� pc�2, and has no relationship to the
star formation rate. This constant depletion time begins to change
at a total surface density of ⇠ 10 M� pc�2, at which point the ISM
begins to transition from H2-dominated to H i-dominated. Below this
critical surface density, the star formation rate drops precipitously,

156 notes on star formation

9.2.2 Relationship to Atomic Gas and All Neutral Gas

The results for molecular gas are in striking contrast to the results
for total gas or just atomic gas. If one considers only atomic gas, one
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it does not exceed, and that the star formation rate is essentially
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right panels show ΣSFR vs. Σgas using Hα and a combination of Hα and 24 µm emission as SF tracers, respectively (for a subsample of six spirals). The sensitivity
limit of each SF tracer is indicated by a horizontal dotted line. The black contour in the bottom panels corresponds to the orange contour in the middle-right panel and
is shown for comparison. The vertical dashed lines indicate the value at which ΣHI saturates and the vertical dotted lines (top-right and middle-left panels) represent
the sensitivity limit of the CO data. The diagonal dotted lines and all other plot parameters are the same as in Figure 4. The middle-left panel shows histograms of the
distributions of H i and H2 surface densities (normalized to the total number of sampling points above the respective sensitivity limit) in the sample.
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et al. (2008), ©AAS. Reproduced with
permission.

On the other hand, if one considers the outer parts of galaxies,
there is a correlation between H i content and star formation, albeit
with a very, very large scatter (Figure 9.10). While there is a correla-
tion, the depletion time is extremely long – typically ⇠ 100 Gyr. It
is important to point out that, while it is not generally possible to
detect CO emission over broad areas in these outer disks, when one
stacks the data, the result is that the depletion time in molecular gas
is still ⇠ 2 Gyr. Thus these very long depletion times appear to be a
reflection of a very low H2 to H i ratio, but one that does not go all the
way to zero, and instead stops at a floor of ⇠ 1 � 2%.
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with results for each bin plotted separately (black filled circles show radii 0.5–1 × r25, dark gray circles show 1–1.5 × r25, and light gray circles show 1.5–2 × r25). We
also plot arrows instead of error bars where the scatter exceeds the lower plot boundary. Generally, the SFE increases with ΣH i and for a given ΣH i, the SFE decreases
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Figure 8. Pixel-by-pixel distribution of FUV (right axis; left axis after conversion to ΣSFR, Equation (2)) as a function of H i in the outer disks (1–2 × r25) of spiral
(left) and dwarf (right) galaxies. Contours show the density of data after combining all galaxies in each sample with equal weight given to each galaxy. Magenta,
red, orange, and green areas show the densest 25%, 50%, 75%, and 90% of the data, respectively. Dotted lines indicate constant H i depletion times of 108–1012 yr
(taking into account heavy elements). A horizontal dashed line indicates the typical 3σ sensitivity of an individual FUV measurement. Black filled circles show our
best estimate for the true relation between FUV and H i after accounting for finite sensitivity: they represent the median FUV after binning the data by ΣH i and error
bars are the lognormal scatter that yields the best match to the data after accounting for noise (see the text). To allow easy comparison, we overplot the orange (75%)
contour for the spirals as a thick black contour in the dwarf (right) plot.

Many of the conclusions from Sections 3.3.1 and 3.3.2 are
again evident in Figure 8. Depletion times are large (lines of
constant H i depletion time appear as dotted diagonal lines in
Figure 8) and change systematically but relatively weakly with
changing ΣH i. Dwarf galaxies exhibit somewhat higher ΣH i than
spirals, leading to a lack of low-column points in the right panel
of Figure 8. At a given H i column density, the FUV one finds in
spirals and dwarfs is quite similar. This last conclusion can be
clearly seen from the right panel of Figure 8, where the orange
contour from the left panel appears as a thick black contour that
closely matches the distribution observed in dwarfs.

Sensitivity is a significant concern in this plot. The horizontal
line shows a typical 3σ sensitivity for our FUV maps. A

large fraction of our measurements lies below this line. This is
problematic for a log–log plot, where negatives are not reflected.
To robustly follow the general trend down to low ΣSFR, we
overplot median values for ΣSFR in five equally spaced ΣH i bins
as black circles. All data, including negatives, contribute to the
median, making it much more sensitive than each individual
point. Error bars on these points give our best estimate for
the intrinsic (log) scatter in ΣSFR in each H i bin. We derive
this estimate by comparing the observed data in each bin to a
series of mock data distributions. These are constructed to have
the observed median and appropriate Gaussian noise (measured
from the FUV maps) with varying degrees of lognormal scatter
(from 0.0 to 2.0 dex). We compare each mock distribution to the

Figure 9.10: Kennicutt-Schmidt relation
for H i gas in outer galaxies, averaged
on ⇠ 750 pc scales. Contours indicate
the density of points, and the two
panels are for spirals and dwarfs,
respectively. Black points with error
bars indicate the mean and dispersion
in bins of SHI. Credit: Bigiel et al.
(2010), ©AAS. Reproduced with
permission.

If instead of plotting just atomic or molecular gas on the x-axis,
one plots total gas, then a clear relationship emerges. At high gas
surface density, the ISM is mostly H2, and this gas forms stars with
a constant depletion time of ⇠ 2 Gyr. In this regime, the H i surface
density saturates at ⇠ 10 M� pc�2, and has no relationship to the
star formation rate. This constant depletion time begins to change
at a total surface density of ⇠ 10 M� pc�2, at which point the ISM
begins to transition from H2-dominated to H i-dominated. Below this
critical surface density, the star formation rate drops precipitously,

Bigiel+ 2008

Bigiel+ 2010



Metallicity-dependence
• HI/H2 transition depends on 

metallicity — both theoretically 
predicted and observed


• Stars seem to form only in H2, 
which suggests total gas KS 
relation should vary depending 
on metallicity


• This appears to be the case: 
SMC (Z ~ 0.2 Z⨀) has lower SFR 
at same total surface density 
than LMC (Z ~ 0.5 Z⨀) or spirals 
(Z ~ Z⨀)

The Astrophysical Journal Letters, 777:L4 (6pp), 2013 November 1 Wong et al.

Figure 1. (a) Comparison of H i and H2 surface densities sampled at the resolution of the H i data. Points are color coded by gas-phase metallicity, assumed uniform
except for four galaxies (NGC 1637, 3198, 4254, and 4654) where a measured gradient has been applied. A diagonal line corresponds to the locus of equal H i and
H2 surface densities. The correlation of characteristic H i column density with metallicity is apparent as a color gradient in the plotted points. The MK10 predictions
for three different metallicities (12 + log(O/H) = 9.1, 8.65, and 8.2) are shown as colored lines. (b) The same data and color coding but with the abscissa normalized
by the predicted value from MK10 as appropriate to each point. Panels (c) and (d) compare ΣH2 with stellar surface density and normalized galactocentric radius
respectively.
(A color version of this figure is available in the online journal.)

changes in the covering fraction of GMCs rather than the actual
surface density of GMCs.

4. DISCUSSION AND SUMMARY

We have compared the CO and H i surface brightnesses in
individual apertures across 18 galactic disks from the CARMA
STING sample spanning a range of metallicity and stellar mass.
For simplicity we have plotted only independent quantities,
avoiding intrinsic correlations between axes and assumptions

about which combination of observables is most physically
relevant for star formation or ISM physics. We also exclude non-
detections (upper limits) from our analysis, so we are sensitive
only to trends in CO-detected regions, which may be quite
distinct from trends related to the detectability of CO (e.g.,
Saintonge et al. 2011).

Our principal result is a clear dependence of the characteristic
H i column density on metallicity, as predicted by the models
of KMT09 and MK10. A similar result had been obtained
for a dwarf galaxy sample by Fumagalli et al. (2010), but
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APPENDIX A
MODELING THERMAL DUST EMISSION

The dust emission modeling done in this work used a
modified blackbody with a fixed emissivity index, β, to fit the
dust temperature Td pixel-by-pixel to the 100, 160, 250, and
350 μm HERITAGE images. Excluding the 500 μm image
avoids the issue of possible “excess” dust emission at
λ > 400 μm observed in the SMC and LMC (Planck
Collaboration et al. 2011; Gordon et al. 2014). From the fitted
Td, we calculate τ160 for all 3σ fits to Td using

[ ]
( )

t
m

=
n

-S
B T

MJy sr
, 160 m

.160
160

1

dust

All images are convolved to the resolution of the 350 μm
data, the lowest resolution (25″), using the kernels from
Aniano et al. (2011). We fix β in the model to avoid the
degeneracy between Td and β, which can occur when the
correlated errors between the Herschel bands are not taken
into account. Fixing β also follows the previous work in the
SMC (Leroy et al. 2009; Bolatto et al. 2011). We adopt

β = 1.8 for our fiducial molecular gas map because that is the
approximate average value of β1 found in the BEMBB
modeling by Gordon et al. (2014) and similar to β = 1.7
found for M33 using Planck data (F. Israel 2016, private
communication). We also create maps using β = 1.5 and
β= 2.0 to see how that affects the H2 estimate, since β ∼ 1−2
for carbonaceous grains (Jager et al. 1998) and β ∼ 2 for
silicate grains (Coupeaud et al. 2011).
The second map uses the BEMBB dust emission modeling

results from Gordon et al. (2014), which uses the same
Herschel data, but includes the 500 μm image and accounts for
correlated uncertainty between the different bands. All images
are convolved to the resolution of the 500 μm data (35″), and
thus lower resolution than our first method of dust modeling.
The implementation of the correlated uncertainties in Gordon
et al. (2014) eliminates the degeneracy between Td and β,
allowing both to be fit by the models. Gordon et al. (2014) fit
three different modified blackbody models to the data: a simple
modified blackbody, one that allows two temperatures, and one
with a broken emissivity index (fits two β values and the break
wavelength). We use the surface mass density of dust (Sdust)
from the broken emissivity model (with 0.8 < β1 < 2.5)
because it produces the smallest residuals and the gas-to-dust
ratio falls within the range allowed by elemental abundances.
To be comparable to the dust modeling done in this work, we
convert the Sdust map to τ160:

t k= S160 eff, 160 dust

where k = 11.6eff, 160 (cm2 g−1), which Gordon et al. (2014)
found by calibrating the broken emissivity model to reproduce
the diffuse Milky Way spectral energy distribution (Compiègne
et al. 2011) with a gas-to-dust ratio of 150, based on the
depletion measurements from Jenkins (2009).

Figure 12. Star formation rate predictions from the OML10 and KMT+ models. The gray filled circles show the data at r = 200 pc, and the filled stars show the
r = 1 kpc data. The diagonal dashed lines indicate constant total gas depletion times (from bottom to top: 10, 1, and 0.1 Gyr). The contours show the full extent of the
distribution of points for the model predictions at r = 200 pc resolution and the open stars show the r = 1 kpc predictions. The KMT+ and OML10 predictions are
shown in red and blue, respectively, for the appropriate metallicities for each galaxy and for =t 0.5 GyrSF,GBC for the OML10 model. Both models predict the trend in
the data, but do not capture the full extent of the scatter observed.
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sive galaxies and inner disk environments, relative to the
ISM in dwarf galaxies and/or outer disk environments.
A shallower PDE–⌃SFR relation in high ⌃SFR envi-

ronments is seen in several previous works. In the Leroy
et al. (2008) sample, some hint of a shallower ⌃SFR–PDE

relation is visible from the high ⌃SFR measurements.
For a sample of local ultra luminous infra-red galaxies
(ULIRGs) and high-redshift star-forming galaxies, Os-
triker & Shetty (2011) found a ⌃SFR–PDE relation with
a slope of 0.95 at PDE > 105 kB Kcm�3, which is closer
to our result10. More recently, Fisher et al. (2019) report
a much shallower slope of 0.77 at PDE & 105 kB Kcm�3

for a sample of local turbulent disk galaxies11, which
are believed to resemble typical star-forming galaxies
at z ⇠ 1–2. Future studies on the ISM in more lo-
cal ULIRGs and galaxy centers can provide better con-
straints on the slope of the ⌃SFR–PDE relation at the
high ⌃SFR end, and potentially help unveil the physics
regulating star formation in the “starburst” regime (see
e.g., Thompson et al. 2005; Ostriker & Shetty 2011;
Shetty & Ostriker 2012; Crocker et al. 2018; Krumholz
et al. 2018).

7.2. Link to the Molecular-to-Atomic Gas Ratio

Following early suggestions by Elmegreen (1989),
the ISM dynamical equilibrium pressure has also been
viewed as a determinant of the molecular/atomic phase
balance in the ISM. In this scenario, PDE relates closely
to the molecular-to-atomic gas ratio, Rmol, and thus
influences the fraction of the ISM in the dense, star-
forming phase. This idea has been tested by many
subsequent works (e.g., Wong & Blitz 2002; Blitz &
Rosolowsky 2006; Leroy et al. 2008), and commonly
adopted as a prescription for determining the molecular
gas fraction in semi-analytic models of galaxy evolution
(Lagos et al. 2018, e.g.,). Here we report the observed
scaling relation between molecular-to-atomic ratio and
the ISM dynamical equilibrium pressure across our sam-
ple.
Following previous studies, we use the kpc-scale dy-

namical equilibrium pressure PDE, 1kpc to trace the av-
erage ambient pressure in the ISM. To allow a quantita-
tive comparison with previous results, we again use the
PDE, 1kpc values estimated by assuming a fixed �gas, z =
11 km s�1 (similar to Section 7.1.2). We determine the
molecular-to-atomic gas ratio from the ratio of our mea-
sured molecular and atomic gas surface densities on kpc-

10 Ostriker & Shetty (2011) assume that the gas self-gravity
term dominates in PDE, and that ↵CO / I�0.3

CO
11 The PDE estimates in Fisher et al. (2019) assume a Galactic

↵CO and use the ionized gas velocity dispersion for �gas, z. Newly
obtained CO velocity dispersion for the same galaxies implies sys-
tematically lower PDE (by ⇠0.3 dex; D. Fisher, priv. comm.), but
no significant change in the ⌃SFR–PDE relation slope.

Figure 9. Molecular to atomic gas ratio Rmol,1kpc

as a function of PDE, 1kpc. The best-fit power-law rela-

tion for the disk measurements (blue solid line) has a slope

of ↵ = 1.02, and it crosses the Rmol = 1 threshold at

P0 = 2.1 ⇥ 104 kB Kcm�3. Given the systematic uncertain-

ties associated with the choice of methodology, our best-fit

Rmol–PDE relation is consistent with those reported in pre-

vious studies (black lines; Blitz & Rosolowsky 2006; Leroy

et al. 2008).

scale:

Rmol,1kpc ⌘ ⌃mol, 1kpc/⌃atom, 1kpc . (35)

We show the relation between PDE, 1kpc and Rmol,1kpc

in Figure 9. Our sample spans nearly two orders of
magnitude in Rmol, 1kpc, with most measurements clus-
tering around or above the atomic-to-molecular tran-
sition threshold (i.e., Rmol, 1kpc = 1). We find a pos-
itive and statistically significant correlation between
Rmol, 1kpc and PDE, 1kpc across our whole sample (Spear-
man’s rank correlation coe�cient ⇢ = 0.58; correspond-
ing p-value ⌧ 0.001). This strong, positive correla-
tion is qualitatively consistent with previous observa-
tions (Wong & Blitz 2002; Blitz & Rosolowsky 2006;
Leroy et al. 2008), even though the adopted CO-to-H2

conversion factor, stellar mass-to-light ratio, and stellar
disk geometry vary among studies.
We perform an OLS bisector fit on all our disk mea-

surements over the range 0.1 < Rmol, 1kpc < 10, follow-
ing Leroy et al. (2008). This yields a best-fit power-law
relation (blue solid line in Figure 9) of

Rmol, 1kpc =

✓
PDE, 1kpc

2.1⇥ 104 kB Kcm�3

◆1.02

. (36)

The scatter in Rmol, 1kpc around this relation is 0.36 dex.
The formal statistical errors in the fit are small: 0.02
for the slope ↵, and 0.01 dex for the threshold pres-
sure P0 = 2.1⇥ 104 kB Kcm�3 (at which the ISM tran-
sitions from being predominantly atomic to molecular,

Pressure dependence
• In local discs, SFR and molecular fraction 

also correlate with ISM pressure


• Pressure depends on both gas and stellar 
surface density, and on ratio of stellar to 
gas velocity dispersion


• Degeneracy between metallicity and 
pressure dependence: pressure is higher 
in high metallicity regions (inner discs, 
spirals) and lower in lower metallicity 
regions (dwarfs, outer discs), so it is 
unclear which is primary variable
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Figure 8. Left: Cloud-scale molecular gas turbulent pressure as a function of kpc-scale SFR surface density.

The dotted lines represent linear relations parameterized as Pturb = (p?/4m?)⌃SFR (Ostriker & Shetty 2011), where p?/m?

is the feedback momentum injection rate (see Section 7.1.1). Right: kpc-scale SFR surface density as a function of

kpc-scale ISM dynamical equilibrium pressure. Blue points show our measurements in galaxy disks; brown crosses show

measurements in 23 nearby galaxies (including 11 low-mass, Hi dominated galaxies; Leroy et al. 2008); green plus symbols show

measurements in the Hi dominated regions in 31 KINGFISH galaxies (Herrera-Camus et al. 2017). We find overall consistency

between our results and literature measurements. The blue solid line shows the power-law fit on our disk sample, which has a

slightly shallower slope compared to the predicted relation by a hydrodynamic simulation (black dashed line; Kim et al. 2013).

SFR surface density, ⌃SFR, 1kpc. We observe strong
correlation between these two quantities. For all mea-
surements in disk regions (blue dots), we find a rank
correlation coe�cient of ⇢ = 0.71 (corresponding p-
value ⌧ 0.001).
In the case that the ISM pressure is feedback-driven,

the ratio between ISM turbulent pressure and SFR sur-
face density – where these are averages computed over
the same area – reflects to the momentum injection per
unit mass of stars formed, p?/m?, via

Pturb =
1

4

p?

m?
⌃SFR . (31)

The pre-factor of 1/4 assumes spherical expansion sites
centered on the disk midplane and that the momentum
flux to upper and lower halves of the ISM disk translates
directly to ISM turbulent pressure (Ostriker & Shetty
2011). While the above picture is idealized and should
be modified by details of turbulent injection and dissi-
pation, it quantitatively agrees with the measured rela-
tionship between Pturb and ⌃SFR in disk simulations of
the star-forming multi-phase ISM (Kim et al. 2013; Kim
& Ostriker 2015a, 2017).
The ratio p⇤/m⇤ is predicted to range between 103–

104 km s�1 for supernova feedback, depending on the
ISM properties, spatial and temporal clustering of su-
pernovae, and energy losses due to interface mixing (e.g.,
I↵rig & Hennebelle 2015; Kim & Ostriker 2015b; Mar-

tizzi et al. 2015; Walch & Naab 2015; Kim et al. 2017;
El-Badry et al. 2019; Gentry et al. 2019). In Figure 8,
we show the predicted Pturb–⌃SFR relation for a range of
p?/m? values (dotted lines). Our observed hPturb, 120pci–
⌃SFR, 1kpc relation has a normalization that would cor-
respond to a high momentum injection.
One possible explanation for this apparently high mo-

mentum injection rate is the clumping of the star for-
mation distribution. Unlike hPturb, 120pci, which is es-
timated on 120 pc scales and then averaged over the
kpc-scale aperture, our ⌃SFR, 1kpc measurements are de-
rived directly on kpc scale. Just like the molecular gas,
we expect star formation to cluster on sub-kpc scales
(e.g., Grasha et al. 2018, 2019; Schinnerer et al. 2019;
Chevance et al. 2020). This will cause the ⌃SFR, 1kpc val-
ues in Figure 8 to appear lower due to the inclusion of
area without star formation, and thus it underestimates
the actual SFR surface density relevant to feedback mo-
mentum injection.
To account for this issue, we introduce a dimension-

less prefactor Cfb & 1, which corrects for the artificial
dilution of ⌃SFR, 1kpc compared to ⌃SFR, ✓pc. Then we
have

hPturb, 120pci1kpc = Cfb
p?

4m?
⌃SFR, 1kpc . (32)

The median value of Cfb p?/m? among the disk sample
is 6.3 ⇥ 103 km s�1, and its 16–84% percentile range is
0.73 dex.

Sun+ 2020



Going to smaller scale
• Tracers of gas and star formation 

de-correlate on scales ≲ few 
hundred pc


• In grand-design spiral galaxies, 
CO is often on leading edge of 
spiral, H𝛼 on trailing edge


• Suggested interpretation 
(discussed last time): result of 
rapid cloud destruction

Figure 1. Our ALMA CO (2–1) (blue) and MUSE Hα (orange) intensity maps cover the central 8.5×11.3 kpc2 star-forming disk of NGC 628 at 47 pc resolution
(middle panel). GMCs and H II regions are clearly resolved into discrete structures. A zoom-in region highlights the diffuse Hα emission surrounding compact H II
regions (top-left panel), which we model (top-right panel) and subtract, and demonstrates with simplified ellipses (bottom panels) the cataloged GMCs (blue) and H II
regions (orange).
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Dense gas KS relations
Basic considerations

• CO has a critical density ~1000 cm−3, so it traces most of the molecular gas


• It is interesting to look at denser gas, e.g., HCN traces gas at ~104 cm−3


• This is hard due to brightness: HCN is ~10x dimmer than CO in a typical 
spiral galaxy, so ~100x the telescope time is needed to reach equal SNR


• Everything else even fainter, too dim to use


• Whole-galaxy HCN measurements starting appearing in 2000s, focusing 
mostly on bright targets (starbursts)


• First spiral galaxy HCN maps only made ~2016 - today



All the HCN data in one place
22 Jiménez-Donaire et al.

Fig. 13.— Top: Luminosity-luminosity correlation between LIR, as a tracer of the recent star formation rate (SFR) and LHCN, tracing
dense gas mass. Bottom: The star formation e�ciency of dense gas (as traced by LIR/LHCN) plotted directly. Our literature compilation
includes HCN observations ranging from Galactic clumps and cores (Wu et al. 2010; Stephens et al. 2016), giant molecular clouds (GMCs)
in the SMC, LMC and other low-metallicity galaxies (Chin et al. 1997, 1998; Braine et al. 2017), giant molecular associations in nearby
galaxies (Brouillet et al. 2005; Buchbender et al. 2013; Chen et al. 2017), resolved nearby galaxy disks (Kepley et al. 2014; Usero et al.
2015; Bigiel et al. 2015; Chen et al. 2015; Gallagher et al. 2018a, and this work), and whole galaxies and centers (Gao & Solomon 2004;
Gao et al. 2007; Krips et al. 2008; Graciá-Carpio et al. 2008; Juneau et al. 2009; Garćıa-Burillo et al. 2012; Privon et al. 2015). The gray
lines in both figures show the mean IR-to-HCN ratio derived from the combined dataset and quoted in Table 5, and the dashed lines reflect
the 1� RMS scatter (±0.37dex) across all data in this plot. The right column highlights the EMPIRE datapoints overplotted on top of the
literature compilation in gray.
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Fig. 13.— Top: Luminosity-luminosity correlation between LIR, as a tracer of the recent star formation rate (SFR) and LHCN, tracing
dense gas mass. Bottom: The star formation e�ciency of dense gas (as traced by LIR/LHCN) plotted directly. Our literature compilation
includes HCN observations ranging from Galactic clumps and cores (Wu et al. 2010; Stephens et al. 2016), giant molecular clouds (GMCs)
in the SMC, LMC and other low-metallicity galaxies (Chin et al. 1997, 1998; Braine et al. 2017), giant molecular associations in nearby
galaxies (Brouillet et al. 2005; Buchbender et al. 2013; Chen et al. 2017), resolved nearby galaxy disks (Kepley et al. 2014; Usero et al.
2015; Bigiel et al. 2015; Chen et al. 2015; Gallagher et al. 2018a, and this work), and whole galaxies and centers (Gao & Solomon 2004;
Gao et al. 2007; Krips et al. 2008; Graciá-Carpio et al. 2008; Juneau et al. 2009; Garćıa-Burillo et al. 2012; Privon et al. 2015). The gray
lines in both figures show the mean IR-to-HCN ratio derived from the combined dataset and quoted in Table 5, and the dashed lines reflect
the 1� RMS scatter (±0.37dex) across all data in this plot. The right column highlights the EMPIRE datapoints overplotted on top of the
literature compilation in gray.
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HCN-IR correlation
• To zeroth order, there is near-linear 

correlation between HCN (~dense gas 
mass) and IR luminosity (~SFR) → about 
constant SFR / dense gas mass


• First order: IR / HCN lower in galaxies with 
higher density / pressure / total SFR


• Suggested explanation:

• Near-linear because SFR = εff M / tff; εff 

universal and tff fixed by critical density

• Deviation from linearity because shape 

of PDF causes mean tff of HCN-emitting 
gas to go up when mean density does

34 Jiménez-Donaire et al.

TIR-to-HCN ratio should not be taken to invalidate the
scaling relation. Rather, our observations show that the
scatter about the relation is physical in nature. For de-
tected regions of resolved galaxy disks, and treating each
unit area the same, the RMS scatter is 0.2�0.3 dex and
correlates with environment as described above. In prac-
tice, the quantitative scatter about the relation depends
on the adopted sampling scheme. For example, weight-
ing equally by area tends to de-emphasize galaxy cen-
ters. Weighting by luminosity de-emphasizes outer disks
with little star formation. In any case, we find significant
physical scatter about the IR-HCN scaling relation and
have quantified the dependence of the TIR-to-HCN ratio
on environment.
An important corollary, already emphasized above, is

that the trends that we observe relating TIR-to-HCN to
environment cannot be extrapolated indefinitely. Gao &
Solomon (2004) and Garćıa-Burillo et al. (2012), among
others, show that the TIR-to-HCN ratio in starburst
galaxies with high ⌃mol and high PDE is “normal.”
Galaxy centers do not extrapolate into the (U)LIRG pop-
ulation correctly, perhaps due to the di↵erent dynamics
at play in the di↵erent environments.
Gao & Solomon (2004) and several following papers

also highlighted that the HCN-to-CO ratio, fdense, could
predict the star formation e�ciency of the total molecu-
lar gas, SFEmol or TIR-to-CO. We do find that SFEmol
correlates with fdense. That is, variations in SFEdense
and fdense do not totally o↵set. But the exact scaling
inferred depends sensitively on the data sets considered
because the TIR-to-HCN ratio varies. In that sense, our
work agrees with Gallagher et al. (2018a) and Usero et al.
(2015) in finding that a density threshold model above
which SFEdense remains constant appears too simple to
explain the observations of IR, HCN, and CO in nearby
galaxies.

6.4. Caveats

In this work, we focus on the content of dense gas in
nearby galaxies by analyzing the emission of lines with
high critical densities such as HCN (1-0). However, the
interpretation of the HCN emission and thus the dense
gas mass remains an open issue (see Section 6.4.1) es-
pecially in the context of clouds with varying density
probability distribution functions (PDFs).

6.4.1. The mass of dense gas from HCN observations

If we assume that HCN is a good tracer of dense
gas, the second major limiting factor needed for a well-
calibrated relationship between HCN emission, dense gas
mass and star formation is the conversion factor ↵HCN.
Thus, the observational constraints we can place on any
star formation theory are sensitive to the conversion fac-
tors that translate line luminosities into masses of dense
molecular gas.
The first estimation of the HCN conversion factor is

detailed in the seminal work by Gao & Solomon (2004).
The authors derived a dense gas conversion factor as-
suming virialized (self-gravitating), optically thick dense
gas cores with n ⇠ 3⇥ 104cm�3 and constant brightness
temperatures of 35K (e.g., Radford et al. 1991). In this
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Fig. 17.— IR-to-HCN ratio, tracing the star formation e�ciency
of the dense gas, as a function of the dynamical equilibrium pres-
sure for the EMPIRE galaxy centers (inner 3000 ⇠ 1� 2 kpc). The
data points are color coded by the average ⌃SFR from Table 1.
Galaxy centers from high star-forming galaxies appear at higher
pressures and, on average, they seem less e�cient at forming stars
out of dense gas.

way, they obtained a simple relation:

↵HCN = 2.1
p

n(H2)/Tb = 10M� (K km s�1pc2)�1.
(20)

Any conversion factor calculated under these assump-
tions would then depend on the gas density in molec-
ular clouds and its temperature, which will in turn de-
pend on the gas excitation and the beam filling frac-
tion. Later on, Wu et al. (2010) also derived a dense gas
conversion factor by comparing the HCN luminosity in
massive Galactic clumps, to their virial mass and found
↵HCN = 20±1M� (K km s�1pc2)�1. However, the phys-
ical conditions observed in individual Galactic clumps
likely di↵er from those of the bulk dense gas in galaxies.
Generally ↵CO has been observed to increase with de-

creasing metallicity and to drop where the gas is more
turbulent (galaxy centers and starbursts, e.g., Graciá-
Carpio et al. 2008; Garćıa-Burillo et al. 2012). Moreover,
excitation e↵ects can also drive changes in the molecular
gas conversion factor ↵CO. While the dense gas conver-
sion factor is harder to constrain due to the scarce data
situation and challenging observations, one can expect a
similar dependence on turbulence and excitation.
In that regard, Shimajiri et al. (2017) estimate the

mass of dense gas in Galactic clouds using dust column
densities from Herschel and compare them with HCN
luminosities to obtain empirical conversion factors. The
authors claim that variations in ↵HCN in Galactic clouds
could be related to variations in the FUV field (which
is significantly stronger towards galaxy centers) and so
to gas excitation and/or chemistry variations. Could the
observed variations in SFEdense (Figure 14) be explained
by gas excitation variations? Their dust temperature

Jiménez-Donaire+ 2019



HCN star formation efficiency

1708 A. Onus, M. R. Krumholz and C. Federrath

Figure 4. SFR as a function of LHCN. In the top panel, we plot values when
calibrating with G, and in the bottom panel we plot values calibrating without
G. We show observations of Milky Way sources from Wu et al. (2010)
(black stars) and Stephens et al. (2016 ) (blue +’s), as well as our simulations
(red circles). The observations have been converted from LIR to SFR using
equation (4). The solid gray line is the observed mean IR–HCN correlation
from Bigiel et al. (2016 ), which corresponds to ϵff = 1.1 per cent when
calibrating with G, or ϵff = 0.51 per cent otherwise. The remaining lines
show SFR/LHCN ratios for ϵff [green dashes: 0.1 per cent (or 0.05 per cent
in the lower panel), cyan dot–dashed: 0.5 per cent (or 0.1 per cent in the
lower panel), yellow dot–dashed: 2 per cent, magenta dashes: 5 per cent] as
predicted by equation (1) for our standard emission model.

with observations of massive, dense gas clumps in the Milky Way
from Wu et al. (2010) and Stephens et al. (2016 ); we also show our
raw simulation results and the average relationship for comparison.

There are two immediate and obvious points to take from Fig. 4.
The first is that, of our simulations, only the one with the lowest
value of ϵff (simulation GTBJR) falls near the locus of observed
points. Clearly, simulations where star formation proceeds at high
efficiency are strongly inconsistent with the observed IR–HCN re-
lation. Indeed, even our simulation that forms stars least efficiently
yields a value of ϵff, or equivalently SFR/LHCN, that is near the up-
per envelope of the observed distribution. This is a symptom of the
longstanding problem that simulations of star cluster formation (not
simply the ones we use here) tend to produce stars too efficiently
compared to observations. The origin of this discrepancy may lie in
the lack of feedback from massive stars (since the regions that Fed-
errath 2015 simulates do not produce stars massive enough to drive
H II regions or substantial winds), or in the fact that the simulations
use a periodic box, and thus lack external forcing from ongoing
accretion flows or cloud assembly. We refer readers to Federrath
(2015), and to the reviews by Krumholz et al. (2014) and Padoan
et al. (2014), for further discussion of this issue.

The second point is that the observed systems show relatively
little scatter at SFRs around the average from Bigiel et al. (2016 ).

With the exception of a single outlier with particularly low HCN
luminosity for its SFR, the majority of the sample of Milky Way
objects tends to fall in the range ϵff = 0.1 per cent–2 per cent, irre-
spective of our calibration technique. When we calibrate with G,
90 per cent of the sample falls within this range, and, indeed, the
entire sample saves two points falls between the ϵff = 0.1 per cent
and 5 per cent lines. For calibration without G, 85 per cent of the
sample falls within this range, and, more broadly, there is a strong
constraint between the ϵff = 0.05 per cent and 5 per cent lines (albeit
with much more scatter). The size of this scatter is consistent with
the findings of most other studies that have used different methods
to estimate ϵff on cloud scales (e.g. Krumholz et al. 2012; Federrath
2013; Evans et al. 2014; Salim, Federrath & Kewley 2015; Heyer
et al. 2016 ; Vutisalchavakul et al. 2016 ; Leroy et al. 2017b), but
is substantially smaller than the range reported in Murray (2011)
or Lee et al. (2016 ). Indeed, the substantial population of objects
with ϵff > 10 per cent reported in Lee et al. appears to be absent in
the massive clump sample. This is significant because one possible
explanation for the discrepancy, proposed by Lee et al., is that other
surveys have focused on smaller star-forming clouds nearby and as
a result have missed a class of highly efficient star-formers at larger
distances. The failure of these sources to turn up in the HCN clump
samples, which are targeted on massive star-forming regions, casts
doubt on this explanation.

On the other hand, unless the factor of few variation in ϵff apparent
in Fig. 4 is entirely due to variations in gas temperature or HCN
abundances, there is clearly some region-to-region variation in ϵff.
Variations at the factor of few level that we find have, in fact, been
predicted to exist as a result of variations in the Mach numbers, virial
parameters, magnetic field strengths and solenoidal-to-compressive
turbulence ratios of molecular clouds (e.g. Kauffmann, Pillai &
Goldsmith 2013; Federrath 2013; Schneider et al. 2013; Federrath
et al. 2016 ; Jin et al. 2017; Kainulainen & Federrath 2017; Körtgen,
Federrath & Banerjee 2017).

5 SU M M A RY A N D C O N C L U S I O N S

We post-process a series of high-resolution hydrodynamical simu-
lations of star cluster formation to predict their luminosities in the
HCN(1–0) line, and to determine the relationship between HCN
luminosity, gas density distribution and SFR. The simulations in-
clude a range of physical processes and, thus, probe a range of
modes of star formation from relatively slow star formation in-
hibited by strong magnetic fields, turbulence, jets and radiation to
rapid star formation in near free-fall collapse. We find that, nearly
independent of the overall SFR, HCN emission traces gas with
a luminosity-weighted mean density of 0.8−1.7 × 104 cm−3, and
that the conversion between HCN luminosity and mass of gas above
104 cm−3 is αHCN ≈ 14 M⊙/ (K km s−1 pc2). This value is uncertain
at the factor of ∼2 level, mainly due to uncertainties in the total
HCN abundance. This indeed justifies the perception that HCN(1–
0) transitions trace dense gas regions associated with star formation.

We also find that the SFR-to-HCN emission ratio is strongly
correlated with the SFR per free-fall time ϵff, as SFR/LHCN ≈
2.0 × 10−7 (ϵff/0.01)1.1 M⊙ yr−1/ (K km s−1 pc2), with a factor
of ∼3 systematic uncertainty. Expressed in the more usual
terms of the IR–HCN correlation, we find LIR/LHCN ≈
1310 (ϵff/0.01)1.1 L⊙/(K km s−1 pc2). Our relation indicates that the
observed IR–HCN relation corresponds to a mean SFR per free-fall
time ϵff ≈ 1 per cent, which is highly supportive of typically ob-
served values of ϵff ∼ 1 per cent for similar studies. Of our simu-
lations, only the one with the lowest ϵff and the slowest mode of
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