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A B S T R A C T 

The physical properties of star cluster populations offer valuable insights into their birth, evolution, and disruption. However, 
individual stars in clusters beyond the nearest neighbours of the Milky Way are unresolved, forcing analyses of star cluster 
demographics to rely on integrated light, a process fraught with uncertainty. Here, we infer the demographics of the cluster 
population in the benchmark galaxy NGC 628 using data from the Le gac y Extra-galactic UV Surv e y (LEGUS) coupled to 

a no v el Bayesian forward-modelling technique. Our method analyses all 1178 clusters in the LEGUS catalogue, ∼ 4 times 
more than prior studies se verely af fected by completeness cuts. Our results indicate that the cluster mass function is either 
significantly steeper than the commonly observed slope of −2 or is truncated at ≈ 10 

4 . 5 M �; the latter possibility is consistent 
with proposed relations between truncation mass and star formation surface density. We find that cluster disruption is relatively 

mild for the first ≈ 200 Myr of cluster e volution; no e vidence for mass-dependent disruption is found. We find suggestive but 
not incontro v ertible evidence that inner galaxy clusters may be more prone to disruption and outer galaxy clusters have a more 
truncated mass function, but confirming or refuting these findings will require larger samples from future observations of outer 
galaxy clusters. Finally, we find that current stellar track and atmosphere models, along with common forms for cluster mass and 

age distributions, cannot fully capture all features in the multidimensional photometric distribution of star clusters. While our 
forward-modelling approach outperforms earlier backward-modelling approaches, some systematic differences persist between 

observed and modelled photometric distributions. 

Key words: methods: statistical – techniques: photometric – software: data analysis – galaxies: individual: NGC 628 – galaxies: 
star clusters: general – galaxies: star formation. 
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 I N T RO D U C T I O N  

he distribution of star clusters’ properties (mass, age, and physical 
ize) and the variation of this distribution with galactic envi- 
onment provides crucial clues to the physics of star formation 
nd star cluster evolution. Moreo v er, because of the processes
esponsible for setting this distribution may depend on galactic 
nvironment, cluster demographics can also trace the history of 
alaxy assembly and evolution, acting as a fossil record of the 
nvironments that existed when clusters formed (e.g. Adamo et al. 
015 ; Menon et al. 2021 ). Given the importance of cluster demo-
raphics, it is not surprising that there have been many attempts 
o measure them, and that cluster demographics figure promi- 
ently in the science cases for a number of large surv e ys of
earby galaxies, such as PHAT (Dalcanton et al. 2012 ), PHANGS- 
ST (Lee et al. 2022 ), and LEGUS (Calzetti et al. 2015 ); see
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rumholz, McKee & Bland-Hawthorn ( 2019a ) for a detailed re-
iew. 
Different aspects of cluster demographics probe different physics. 

y studying the shape of the cluster mass function (CMF), and
n particular the initial CMF (ICMF) that applies to the youngest
lusters, we can constrain star formation theories and provide an 
bservational check on simulations. Studies to date show that o v er
uch of its range the ICMF is well described by a power-law
 N/ d M ∝ M 

αM with a slope αM 

≈ −2 across a wide range of
alaxy properties, corresponding to equal mass per logarithmic bin 
nd suggesting a scale-free formation process (e.g. Fall & Chandar 
012 ; Chandar et al. 2014 ). Ho we ver, the shape of the ICMF at its
igh-mass end ( � 10 4 M �) remains uncertain. Some authors report
hat a truncated distribution such as a Schechter function describes 
he data better than the pure power law (e.g. Bastian et al. 2012 ;
damo et al. 2017 ; Johnson et al. 2017 ), while others question

he statistical significance of claimed detections and instead suggest 
hat the dearth of massive clusters is simply a size-of-sample effect
e.g. Larsen 2009 ; Mok, Chandar & Fall 2020 ). If there is a real
runcation in the mass function, its location must depend somehow 

n the galactic environment, since rapidly star-forming galaxies with 
is is an Open Access article distributed under the terms of the Creative 
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arge cluster populations often harbour clusters with masses larger
han the reported truncation masses in more modestly star-forming
alaxies (e.g. Chandar, Fall & Whitmore 2015 ; Linden et al. 2017 ).
he possible absence of a high-mass break in the ICMF, as well as

ts value and variations with the galactic environment, can provide
mportant clues about the process of star formation. 

As clusters evolve and disperse from their birthplaces, they
xperience mass-loss. Various theories govern how they disrupt,
anging from the ‘infant mortality’ stage of rapid gas removal after
tar formation (Hills 1980 ; Baumgardt & Kroupa 2007 ; Dinnbier &
alch 2020 ) to long-time-scale processes such as two-body re-

axation (Fall & Zhang 2001 ; Lamers, Baumgardt & Gieles 2010 ;
ruijssen et al. 2012 ) to processes such as external tidal shocking that
perate on intermediate time-scales (Bastian et al. 2005 ; Lamers et al.
005b ; Gieles et al. 2006 ; Gieles & Renaud 2016 ; Howard, Pudritz &
arris 2017 ; Fensch et al. 2019 ; Webb, Reina-Campos & Kruijssen
019 ). To place observational constraints on these theories, we study
he cluster age function (CAF). As with the ICMF, observations
uggest that the CAF is reasonably well described by a power law
orm d N/ d T ∝ T αT , where T is cluster age. Ho we ver, the v alue of
T remains highly contro v ersial, partly due to disagreement among
bservational groups about what constitutes a cluster (Krumholz et al.
019a ). Despite this uncertainty, the CAF encodes the time-scales
f diverse cluster disruptive processes. One question of particular
nterest is the form of the joint mass–age distribution, which gives
 complete description of cluster formation and disruption. If the
ass and age distributions are separable, i.e. if d 2 N/ d M d T ∝

d N / d M)(d N / d T ), this implies mass-independent disruption (MID)
f clusters (Fall, Chandar & Whitmore 2005 , 2009 ; Chandar et al.
015 ), while if they are not this implies mass-dependent disruption
MDD; Lamers, Gieles & Portegies Zwart 2005a ; Gieles, Lamers &
ortegies Zwart 2007 ; Grudi ́c et al. 2021 ). Knowing whether MID
r MDD holds in a particular galaxy or sub-galactic region would in
urn place strong constraints on the mechanisms by which clusters
isrupt. 
Part of the reason that observations have not yet settled debates

bout the existence and value of a cutoff in the ICMF, the slope
f the CAF, and whether cluster disruption is mass-dependent or
ass-independent, is that determining the properties of clusters from

bservations is not trivial. To sample a wide range of environments,
tudies of cluster populations must work with integrated light rather
han resolved stellar populations, since in the crowded environments
f star clusters, it is generally only possible to resolve individual
tellar sources for a handful of the most nearby galaxies. The
raditional approach to extracting cluster demographics from this
ype of data is to convert the integrated light measurements for each
luster to physical properties such as mass and age by comparing
he observed photometry to a grid of simple stellar population (SSP)

odels and generating a set of best-fitting parameters. One then bins
he clusters by mass and age to obtain mass and age distributions. 

Ho we ver, this approach encounters several difficulties. First, the
inning process usually entails the loss of useful information, and
s a result parameters determined by fitting data to histograms are
eavily biased (Maschberger & Kroupa 2009 ; El-Badry, Weisz &
uataert 2017 ). Secondly, the conventional approach of using χ2 

tting to convert photometry to masses and ages implicitly assumes
hat the uncertainties on cluster mass and age can be approximated
s Gaussian. This is often a poor assumption, because the mapping
etween physical properties and photometry is non-linear and non-
onotonic, particularly once one adds the additional complication

f dust extinction. Consequently, a particular set of photometric
easurements may plausibly fit two (or more) widely separated
NRAS 532, 4583–4603 (2024) 
oci in physical parameter space, yielding posterior mass and age
istributions with complex non-symmetrical and multimodal shapes
de Meulenaer et al. 2014 ; Fouesneau et al. 2014 ; Krumholz et al.
015b ; Bialopetra vi ̌cius, Narb utis & Vansevi ̌cius 2019 ). The problem
s exacerbated for low-mass clusters, where stochastic sampling of
he IMF leads to a wide range of possible photometry even for clusters
f fixed mass and age (Piskunov et al. 2009 ). 
Ho we ver, the most severe issue for measuring cluster demograph-

cs is completeness. The problem is that star clusters become fainter
s one mo v es to both lower mass and older age, so a magnitude limit
orresponds to a complex shape in the parameter space of age and
ass, meaning that both the mass and age distributions are subject

o large potential biases. The conventional way of handling this is to
iscard clusters outside of a limited range of both mass and age o v er
hich completeness is expected to be � 90 per cent , for example,

o retain only clusters with estimated masses 5000 M � and estimated
ges < 200 Myr in LEGUS. Such a drastic truncation of the sample
 v oids bias, b ut at the cost of a large loss of statistical power at both
ower masses and old ages. The former is particularly concerning,
ince the steep mass function means that low-mass clusters form
he majority of the available sample; the sample truncation required
o a v oid bias from surv e y magnitude limits therefore often involv es
iscarding the majority of the data. 
The main objective of this paper is to present a complete anal-

sis pipeline and preliminary results for cluster demographics in
he benchmark galaxy NGC 628 using the catalogue of clusters

easured by the Hubble Space Telescope Treasury Program Le gac y
xtragalactic Ultraviolet Surv e y (LEGUS; Calzetti et al. 2015 )
oupled to the no v el Bayesian forward modelling method proposed
y Krumholz et al. ( 2019b ) that o v ercomes the problems identified
bo v e. Specifically, this method naturally copes with complex and
on-deterministic mappings between photometric measurements
nd physical properties, and it enables us to use a total of 1178
lusters catalogued by LEGUS with non-zero completeness values,
s compared to earlier modelling where severe completeness cuts
educed the sample to ≈ 300 (Adamo et al. 2017 ). This paper
s structured as follows: In Section 2 , we introduce our target
alaxy, cluster catalogue, and analysis of completeness. In Section 3 ,
e summarize our analysis method. We present our results for

luster demographics in Section 4 , and discuss their implications in
ection 5 . We summarize the findings and discuss future prospects

n Section 6 . 

 DATA  DESCRI PTI ON  

ere, we summarize the properties of our target galaxy (Section 2.1 ),
he star cluster catalogue we use as the basis for our study (Sec-
ion 2.2 ), and our treatment of surv e y completeness (Section 2.3 ). 

.1 NGC 628 

ur target NGC 628, also known as Messier 74, is a well-studied
rand-design spiral galaxy, located at 9.9 Mpc (Oli v ares. et al. 2010 ).
e choose NGC 628 for this study as its large size (apparent radius of

.2 arcmin; Gusev, Egorov & Sakhibov 2014 ) and face-on orientation
llow for a detailed study of the stellar cluster population. We use
bservations of NGC 628 taken from the LEGUS surv e y, a Cycle 21
ST Treasury programme that targeted 50 local galaxies ( � 15 Mpc)
ith the Hubble Space Telescope with broad-band filter co v erage

rom the UV to the near IR. All targets were imaged with either the
ide Field Camera 3 (WFC3) or the Advanced Camera for Surv e ys

ACS) in the NUV (WFC3 F275W ), U band ( F336W ), B band



Cluster demographics in NGC 628 4585 

Figure 1. V -band ( F555W ) mosaic image of the centre and east fields of 
NGC 628 from LEGUS-HST. Symbols show the location of the star clusters, 
coloured by the cluster classifications: class 1 (red circle), class 2 (green 
circle), and class 3 (blue circle). The black boxes outline the observational 
field of view. For a detailed description of cluster classification method, see 
Section 2.2 . The two large red circles represent the co-rotation radius R c 

(Section 4.3.2 ), and the median galactocentric radius of the LEGUS star 
cluster catalogue R 50 (Section 4.3.1 ). 
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ACS/ F435W or WFC3/ F438W ), V band (ACS or WFC3/ F555W
r F606W ), and I band (ACS or WFC3 F814W ). For the remainder
f this paper, we follow the conventional Johnson passband naming 
onvention UV , U , B , V and I without converting to the Johnson
ystem. As part of the LEGUS surv e y, NGC 628 is co v ered by two
ointings; one at the galactic centre (NGC 628c) and the other at
he eastern edge (NGC 628e). We show the LEGUS V -band image
f NGC 628 in Fig. 1 . Detailed descriptions of the surv e y and data
eduction are provided in Calzetti et al. ( 2015 ). 

.2 Cluster catalogue 

he photometric star cluster catalogue for NGC 628 that we use 
n this study comes from the LEGUS surv e y, and we refer readers
o Grasha et al. ( 2015 ) and Adamo et al. ( 2017 ) for a complete
escription of how it is constructed. Here, we provide a brief
escription of the parts of the process most pertinent to this study.
EGUS uses a two-step pipeline for cluster classification. First, 
n automated cluster extraction tool is used to extract potential 
luster candidates with at least a 3 σ detection in a minimum of five
ontiguous pixels from the white light images. The cluster candidates 
re then further refined and required to have a V -band concentration
ndex (CI; the difference in magnitude between a radius of 1 and 3
ixels) of > 1 . 4 mag for the centre pointing and > 1 . 3 mag for the
ast pointing. The CI cut serves to separate point-like sources (i.e. 
tars) from more extended sources (i.e. star clusters). The star cluster 
andidates are required to be detected in the V band and a minimum
f at least three of the other filters, with photometric error σλ ≤ 0 . 3
ag in each band. 
To create the final cluster catalogue, the LEGUS team then 

isually inspects all candidates brighter than −6 in the V band 
nd classifies them into four morphological categories: (1) centrally 
oncentrated clusters with spherically symmetric profiles; (2) clusters 
ith asymmetric radial profiles; (3) multipeaked clusters with un- 
erlying diffuse emission; and (4) non-cluster contaminants, such as 
ackground galaxies, stars, bad pixels, or edge artefacts. In this work, 
e limit our analysis to Class 1 (426), 2 (437), and 3 (413) clusters,
or a total sample of 1276; we reduce this to 1275 by removing one
luster that we found to be a duplicate entry in the LEGUS NGC
28c and 628e catalogues, located in the small region where the
elds o v erlap. Fig. 1 shows the mosaic V -band image of NGC 628
 v erlaid with the cluster positions, coloured by their morphological
lassification. 

.3 Obser v ational completeness limits 

ecause we intend to forward model the cluster population, we 
equire knowledge of the completeness of the observational cata- 
ogue. Specifically, we require knowledge of the function P obs ( m ),
hich describes the probability that a hypothetical star cluster with 
 vector of magnitudes m in the various LEGUS filters would be
ncluded in the cluster catalogue. To compute this function, we 
mploy the completeness limits reported by Adamo et al. ( 2017 ),
ho carry out artificial cluster tests to derive the completeness 
f the LEGUS automated catalogue generation procedure in each 
lter independently. For each filter, F and a range of magnitudes
 F in that filter, they determine the probability P obs ,F ( m F ) that a

luster would be reco v ered by the automated extraction procedure.
n what follows, we linearly interpolate these tabulated data to obtain
 continuous function P obs ,F ( m F ) that gives the probability that a
luster of arbitrary magnitude m F in filter F will be reco v ered. 

To determine the completeness for a cluster with a vector of
agnitudes m , we use 10 000 Monte Carlo trials. In each trial, we

andomly assign each filter F to be a detection or a non-detection with
robability P obs ,F ( m F ) as determined from the interpolated artificial
luster test results. We then determine from this set of detections and
on-detections if the cluster would be catalogued following the same 
riteria used in construction of the actual LEGUS catalogue, i.e. the
luster is catalogued only if it is (1) detected in V band and at least
hree other bands, and (2) has a visual magnitude M V ≤ −6. We then
ake P obs ( m ) to be equal to the fraction of the Monte Carlo trials in
hich the cluster is catalogued. 
We use this method to calculate the completeness both of our

ibrary of synthetic clusters (see Section 3 ) and of the actual LEGUS
atalogue. For the latter, we find a total of 97 clusters for which we
stimate P obs ,F ( m ) = 0; these can be present in the catalogue because
 small number of clusters with m V > −6 were added by hand. To
 v oid introducing errors in our completeness estimate, we remo v e
hese from the sample. We remo v e a total of 97 clusters from the
ample of NGC 628 due to their zero completeness values, resulting
n a final sample size of 1178 clusters. 

 M E T H O D S  

n this section, we describe the pipeline used to derive the cluster de-
ographics, moti v ated by the forward Bayesian modelling approach 

emonstrated in Krumholz et al. ( 2019b ). For reasons of brevity, we
nly summarize the method, and refer readers to Krumholz et al. for
etails. 

.1 Ov er view of the method 

iven a set of unresolved photometric measurements of a cluster 
opulation, how do we infer their underlying demographics? To 
nswer this question, we first propose a joint distribution of mass

, age T , and extinction A V for the cluster population, which we
enote as f ( M, T , A V | θ ), where θ represents a vector of parameters
escribing the joint distribution f . F or e xample, if we assume the
MNRAS 532, 4583–4603 (2024) 
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ass distribution of clusters is described by a Schechter function
 ( M, T , A V | θ ) ∝ M 

αM exp ( −M/M break ), then θ contains the slope
M 

and break mass M break of the Schechter function. We describe the
unctional forms we consider for f ( M, T , A V | θ ) and the parameters
he y involv e in Section 3.3 . 

We seek to derive the posterior distribution of θ . We do so in the
sual way for a Bayesian method, but writing the posterior as the
roduct of a prior and a likelihood function 

 post ( θ | { m } ) ∝ L ( { m } | θ ) p prior ( θ ) . (1) 

here L ( { m } | θ ) is the likelihood for our set of N obs photometric
easurements. We defer a discussion of priors to Section 3.3 , and

resent details of our method of calculating the likelihood function
n Section 3.2 , but to summarize the latter here, we compute the
ikelihood function using a Gaussian mixture model derived from a
arge library of synthetic star clusters; as we change θ , we adjust the
eights applied to this library, which changes the value of L ( { m } | θ ).
ur method can therefore be summarized into the following steps: 

(i) We generate a library composed of synthetic clusters with
eights based on a proposed distribution of cluster physical proper-

ies and the observational completeness of the surv e y. 
(ii) Using the newly created library, we produce a synthetic

istribution in photometric space, which will be used to compare
ith the observations. 
(iii) We adjust the model parameters θ to maximize the resem-

lance between the observations and the photometric distribution, as
arameterized by the likelihood function. As we do so, we map out
he posterior distribution. 

We carry out the final step of this procedure using a Markov
hain Monte Carlo (MCMC) method as implemented in the software
ackage EMCEE (F oreman-Macke y et al. 2013 ). F or all the calcula-
ions presented in this paper, we use 4000 iterations of 100 w alk ers,
iscarding the first 300 iterations for burn-in; both visual inspection
f the posteriors and quantitative evaluation of the autocorrelation
ime indicates that the chains are well converged. We describe the first
wo steps of the method – generating and re-weighting the library, in
ection 3.2 . 

.2 Calculation of the likelihood function 

s discussed abo v e, we compute the likelihood function using the
aussian mixture model described in Krumholz et al. ( 2019b ), which
perates on a library of N lib synthetic clusters, each of which is
haracterized by a mass M , age T , extinction A V , and a vector
f photometric magnitudes m in each of the filters used in the
bservations. The full library is further described by a vector of
hotometric bandwidths h , which we set to 0.1 mag in all filters;
ee Krumholz et al. ( 2015b , 2019b ) for detailed discussion of the
eaning of the bandwidth and the moti v ation for choosing this

alue. The synthetic clusters in the library are generated using
he P ado va tracks including models for asymptotic giant branch
AGB) stars (V ́azquez & Leitherer 2005 ), and are integrated with
he ‘ STARBURST 99’ treatment of stellar atmospheres (Leitherer et al.
999 ). Details of the library construction are provided in Appendix A .
e note that the choice of stellar tracks does affect some of our results

or cluster demographics. We consider both P ado va-AGB and MIST
Choi et al. 2016 ) models, and choose to use the former because
hey yield model luminosity functions that more closely match the
bservations. See Appendix B for details. To model extinctions, we
dopt a Milky Way extinction curve in which the optical and UV ( UV ,
 , B and V bands) extinctions are taken from Fitzpatrick ( 1999 ), and
NRAS 532, 4583–4603 (2024) 
he IR ( I band) extinctions are obtained from Landini et al. ( 1984 ).
iven the library, Krumholz et al. ( 2019b ) show that the likelihood

unction for the parameters θ can be written as (their equation 12) 

 ( { m } | θ ) ∝ 

N obs ∏ 

i= 1 

⎡ 

⎣ A ( θ) 
N lib ∑ 

j= 1 

w j ( θ ) N ( m i | m j , h 

′ 
i ) 

⎤ 

⎦ , (2) 

here w j ( θ ) is the statistical weight of the j th library cluster (which
epends on the parameters θ as described below), m i and m j are the
ectors of magnitudes for the ith observed and j th library clusters,
espectively, A ( θ) = [ 

∑ N lib 
j= 1 w j ( θ)] −1 is a normalization factor, and

 ( x | x 0 , σ ) is the standard multidimensional Gaussian distribution
entred at x 0 and with width σ , e v aluated at position x . The quantity

h 

′ 
i is given by h 

′ 
i = ( h 

2 + σ 2 
i ) 

1 / 2 , where σ i the observational error
n the magnitude of cluster i; the quantities h 

′ 
i , h , and σ i are vectors

ith one element per filter, and the expression for h 

′ 
i should be

nderstood as applying separately to each filter. If the magnitude of a
pecific filter of the cluster is undetected, the product of the observed
nd library cluster magnitudes becomes zero, thus not contributing
o the likelihood function. In practice, we e v aluate equation ( 2 )
umerically using the CLUSTER SLUG module of the SLUG software
uite (Krumholz et al. 2015a ), which implements a tree-based order
 obs ln N lib algorithm for performing the calculation that is much

aster than a naive brute force e v aluation, which would have a
omputational cost of the order of N obs N lib . The CLUSTER SLUG

odule and the entire SLUG (da Silva, Fumagalli & Krumholz 2012 ,
014 ; Krumholz et al. 2015a ) software suite are freely available from
ttp://www.slugsps.com . 
The quantity in square brackets in equation ( 2 ) is the distribution of

hotometric magnitudes for the cluster library e v aluated at the vector
f magnitudes m i for the ith observed cluster. This distribution, and
hus the likelihood function as whole, depends on the parameters
escribing the cluster population θ only through the weight functions
 j ( θ ) that describe the statistical weight of each library cluster.
he relationship between weights and θ is given by (equation 9 of
rumholz et al. 2019b ) 

 j ( θ ) = P obs ( m j ) 
f ( M j , T j , A V ,j | θ ) 

p lib ( M j , T j , A V ,j ) 
. (3) 

he denominator p lib ( M j ,T j ,A V ,j ) is the distribution function describing
he sampling density of the library (see Appendix A ), while the nu-

erator f ( M j , T j , A V ,j | θ ) is distribution of the physical properties
iven θ , and the pre-factor P obs ( m j ) is the probability that a cluster
ith vector of magnitude m j would be included in the LEGUS

atalogue. The terms in equation ( 3 ) can be intuitively understood as
ollows. The factor P obs ( m j ) accounts for the fact that only a fraction
f clusters with magnitudes m j will be observed due to the complete-
ess limits; we compute this probability as described in Section 2.3 .
he denominator is the probability density for drawing clusters with a
articular combination of physical parameters ( M j , T j , A V ,j ) while
onstructing the library . Finally , the numerator represents the true
robability density for a cluster population described by the param-
ter set θ , so that the ratio f ( M j , T j , A V ,j | θ ) /p lib ( M j , T j , A V ,j )
epresents the factor by which we must up- or down-weight the
ibrary so that clusters in the library have the same mass, age, and
xtinction distribution as clusters in reality; if this weight factor is
nity, then our library is sampled from the same distribution of cluster
roperties as the real population. 
Intuitively, then, our method consists of iteratively adjusting the

arameters θ and thus the weights w j ( θ ) to bring the predicted
hotometric distribution into as close agreement as possible with the
bserved one. This will, in turn, adjust the mass and age distributions,

http://www.slugsps.com
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ince these are determined by the same vector of parameters θ as
he luminosity distribution. Again, we remind readers that this is 
ust an intuitive description of the underlying process; formal proof 
hat equation ( 2 ) is the correct likelihood function to accomplish this
djustment, along with some details of how we handle complications 
ike clusters where some filters are missing due to the fields of view
n the different filters not being perfectly o v erlapping, is pro vided in
rumholz et al. ( 2019b ). 

.3 Demographic models and priors 

luster demographics depend on cluster formation and destruction 
echanisms, and thus the set of candidate parametric model distri- 

utions f ( M, T , A V | θ ) we consider is necessarily informed by
heoretical expectation. In this work, we consider the two most 
rominent models: MID (Section 3.3.1 ; Fall et al. 2005 , 2009 ;
handar et al. 2015 ) and mass-dependent destruction/disruption 

MDD; Section 3.3.2 ; Lamers et al. 2005a ; Gieles et al. 2007 ; Grudi ́c
t al. 2021 ). We couple both to a parametric model for the distribution
f extinctions (Section 3.3.3 ). 

.3.1 The mass-independent disruption model 

n the MID model, the rate at which star clusters are destroyed
s independent of cluster mass. The CMF therefore has the same 
hape at all ages, and the distribution function f ( M, T , A V | θ )
an be separated into two distinct functions, one describing the 
ass distribution p M 

( M) and one the age distribution p T ( T ). Given
he observational evidence that the mass function is a (possibly) 
runcated power law, we will adopt a functional form for p M 

( M)
iven by a Schechter function, 

 M 

( M ) ∝ M 

αM exp 

(
− M 

M break 

)
. (4) 

For the age distribution, photometry cannot differentiate between 
 bound an unbound cluster, so the age distribution is required to be
at for times that are shorter than the physical time required for the
tars in a cluster to disperse; of course the distribution can also be
at out to older ages if the mechanisms responsible for disruption
o not begin until some time after a cluster forms. Regardless of its
hysical, origin, we call the time at which cluster disruption begins 
 MID . After this time, clusters will disrupt, and we approximate the
ge distribution as a power law. We therefore have 

 T ( T ) ∝ 

{ 

1 , if T < T MID (
T 

T MID 

)αT 

, if T > T MID 
. (5) 

hus, the joint mass-age distribution in the MID model is 

d 2 N 

d M d T 
∝ M 

αM exp 

(
− M 

M break 

)
max ( T , T MID ) 

αT . (6) 

The MID model therefore has four free physical parameters that 
e place in our vector θ : αM 

, log M break , αT , and log T MID . We adopt
at priors on αM 

from −4 to 0 and αT from −3 to 0, reflecting a
road range around previous literature values; we will see that these 
hoices have little effect, as our MCMC never approaches these 
oundaries. The priors on log M break and log T MID require somewhat 
ore thought. As for log M break , we impose a flat prior from 2 to 7

ecause with we barely see clusters more massive than 10 6 . 5 M �. The
ower mass limit of 2 in log scale is to ensure a reasonable MCMC
 alk er range. For log ( T MID / yr ), we impose flat priors from 5 to
0 based on physical plausibility. At the lower end, clusters cannot 
isperse on less than a crossing time-scale, and even the densest
lusters detected in LEGUS have crossing time-scales well above 
0 5 yr. The upper limit is roughly the age of the Universe. 

.3.2 The mass-dependent disruption model 

or the MDD model, clusters lose mass at a rate that varies as a
ure power-law function of their current mass (Gieles et al. 2007 ;
rudi ́c et al. 2021 ), d M / d T ∝ −M 

γMDD . For such a mass-loss rate,
he present-day mass of a cluster born with initial mass M i at age T 
s 

 = M i 

[
1 − γMDD 

(
M 0 

M i 

)γMDD T 

T MDD , 0 

]1 /γMDD 

, (7) 

here T MDD , 0 represents the time required for a cluster with mass
 0 to have fully disrupted, defined as having reached a present-day
ass M = 0. The joint mass–age distribution therefore obeys 

d 2 N 

d M d T 
∝ 

d 2 N 

d M i d T 

d M i 

d M 

. (8) 

f the distribution of initial masses M i follows the Schechter function
orm given by equation (4) , then we have 

d 2 N 

d M d T 
∝ M 

αM ηαM + 1 −γMDD exp 

(
−η

M 

M break 

)
, (9) 

here 

( M, T ) = 

[
1 + γMDD 

(
M 0 

M 

)γMDD T 

T MDD , 0 

]1 /γMDD 

(10) 

s the ratio of the initial and present-day cluster masses for a cluster
f present-day mass M and age T . 
The MDD model therefore has four free parameters: αM 

, 
og M break , γmdd , and T MDD , 0 ; note that M 0 is not a separate parameter,
ecause the mass–age distribution depends only on the combination 
f parameters M 

γMDD 
0 /T MDD , 0 . We therefore without loss of generality 

hoose M 0 = 100 M � in what follo ws. Ho we ver , for reader con ve-
ience we will also report the commonly used t 4 parameter, which
s simply the disruption time for a cluster of mass 10 4 M �; this is
iven by t 4 = 10 2 γMDD T MDD , 0 . We adopt the same priors on αM 

and
og M break as in the MID model (Section 3.3.1 ). For γMDD , previous
bservational estimates and N -body simulations give values in the 
ange 0 . 6 −0 . 7 (Lamers, Baumgardt & Gieles 2010 ), and we adopt
road priors that include this range: we take γMDD to be flat from 0 to
. These limits stem from physical considerations: if γMDD < 0 then
ow-mass clusters lose mass more slowly than massive ones, contrary 
o the physical expectations of the model, while if γMDD ≥ 1 then no
lusters ever disrupt because there is no T for which M = 0. Finally,
e adopt flat priors on log ( T MDD , 0 / yr ) from 4 to 10; these limits

re broad enough not to matter, because none of our w alk ers ever
pproach them. 

.3.3 Dust extinction 

he exact functional shape of the distribution of dust extinctions 
 A V ( A V ) is unknown, so we model it as non-parametrically as
ossible. Following Krumholz et al. ( 2019b ), we adopt a simple
iece-wise linear form o v er the range A V = 0 − 3 mag characterized
y six free parameters ( p A V ,i , 0 ≤ i ≤ 6) to be fit, representing the
alue of the probability density function (PDF) at A V = i 	A V mag
ith 	A V = 0 . 5 mag. Thus, the functional form we adopt for the
MNRAS 532, 4583–4603 (2024) 
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1 We caution that near the completeness limit of the LEGUS sample this 
resampling procedure is subject to Malmquist bias. The nature of the bias 
is as follows: for clusters near the V = −6 mag lower limit on the LEGUS 
catalogue, there is a significant chance in an y giv en realization that they will 
wind up being assigned a V magnitude fainter than −6, leading to them 

being excluded from the catalogue we produce for that realization. If the 
original LEGUS catalogue from which we started included clusters fainter 
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xtinction distribution is 

p A V ( A V ) 

∝ 

{ 

p A V ,i + 

(
p A V ,i+ 1 − p A V ,i 

)(
A V 

	A V 
− i 

)
, i < 

A V 
	A V 

≤ i + 1 

0 , A V > 3 mag 

(11) 

e treat p A V ,i for i = 0 − 5 as parameters of our model to be fit, with
 A V , 6 fixed by the requirement that the total area under the PDF be
nity. We set the priors on p A V ,i to be flat for all values > 0, subject
o the requirement that p A V ,i > 0 remain positive for all A V . 

Combining this with the mass and age distributions, our final
unctional form to be fit is 

 ( M, T , A V | θ ) ∝ 

d 2 N 

d M d T 
p A V ( A V ) , (12) 

ith d 2 N/ d M d T given by equation (6) or equation ( 9 ) for the MID
r MDD models, respectively. 

.4 Model selection using Akaike weights 

he method described thus far allows us to compute the posterior
DFs of the model parameters θ for both the MID and MDD models.
o determine whether the MID or MDD model provides a better
t and more accurate description of the data, we use the Akaike

nformation criterion (AIC) to assess the fit quality provided by non-
ested models. For models tested using AIC, we first identify the
 alk er with the highest likelihood, then compute, 

IC ( MID,MDD ) = 2 k − 2 ln ˆ L (MID,MDD) , (13) 

here k represents the number of free parameters in the models,
nd ˆ L is the maximum of the likelihood function. In our case, k 
s 11 for both the MID and MDD models, with four parameters
escribing the joint mass–age distribution ( αM 

, M break , and either
T and T MID or γMDD and T MDD , 0 , six parameters representing the
ust extinction shape, and one extra parameter to describe the total
umber of clusters present in the galaxy. 
For the model comparison, we calculate the Akaike weights for

ither the MID or MDD model as 

 MID / MDD = 

e 
−	 MID / MDD 

2 
e −	 MID 

2 + 

e −	 MDD 

2 

. (14) 

he AIC measures the amount of information in the data preserved
y a given model, with the relative Akaike weight w of one model
ndicating the confidence level at which we can claim that it preserves

ore information than the other models considered. The model with
he highest Akaike weight is our best fit and thus the preferred model.

 RESU LTS  

n this section, we report our fit parameters and model comparison
esults (Section 4.1 ), along with comparisons between models and
bserved photometry to verify that our best-fitting models do a rea-
onable job at reproducing the observations (Section 4.2 ). To search
or variations in cluster population demographics with galactocentric
adius, we also separately analyse clusters in the inner and outer
alaxy (Section 4.3 ). 

.1 Full catalogue fits 

e first analyse the full LEGUS NGC 628 catalogue using the
ethod described in Section 3 . We summarize the marginal posteriors
NRAS 532, 4583–4603 (2024) 
e derive on all model parameters in the first block in Table 1 .
e also report results for the nuisance parameters describing the

ust distribution in Appendix C . Our model comparison yields
( MID ) ≈ 1 and w( MDD ) < 10 −11 , suggesting that the MID model

oes a substantially better job capturing the variations in the data,
nd we will therefore focus on this as our preferred model from this
oint forward. 
Fig. 2 shows the posterior PDFs of αM 

, log M break , αT , and log T MID 

e obtain from our fit. In this plot, the extent of the axes reflects the
ull range of model parameters allowed by our priors, so we can
mmediately read off where parameters are well constrained by the
ata, v ersus where the y are unconstrained and occupy the full range
f values allowed by our priors. These figures have a few noteworthy
eatures. First, they suggest that cluster disruption in NGC 628 is
eak to non-existent out to ages of ≈ 200 Myr – the posterior PDF

uggests that either T MID ≈ 2 × 10 8 yr and that disruption becomes
airly rapid only after this point ( αT ≈ −1 . 4) or that disruption begins
arly, T MID ≈ 2 Myr but is very mild ( αT ≈ −0 . 3); in either scenario,
isruption is limited at the young to moderate ages where our sample
as most of its statistical power. Secondly, the fits provide evidence
hat the mass function is better described by either a truncated
chechter-form CMF with a slope close to the commonly found
M 

= −2 but then an exponential cutoff at M break ≈ 10 4 . 5 M � or by
 steeper power law with αM 

≈ −2 . 3. 

.2 Photometric comparisons 

efore accepting the results of our fits, we must validate that our
odels adequately reco v er the observed luminosity distribution,

ince matching this distribution is the goal of our forward model. 

.2.1 Luminosity functions 

o visualize the comparisons between the distributions of obser-
ations and the library, we first plot the 1D cluster luminosity
istributions in the five LEGUS bands, showing both the measured
istribution and the luminosity distribution we predict using the
odel parameters. The model prediction follows immediately from

ur expression for the likelihood function in terms of our Gaussian
ixture model (equation 2 ), and is simply 

( m ) ∝ 

N lib ∑ 

j= 1 

w j ( θ) N ( m | m j , h ) , (15) 

here m is the magnitude in the filter of interest, m j is the magnitude
f the j th library cluster in that filter, and h is the library bandwidth.
or the observations, we marginalize over the observational scatter
sing a bootstrap resampling method. Specifically, the LEGUS
atalogue reports a central value and an uncertainty (assumed to be
aussian) on the magnitude of each cluster in each photometric band;

o generate the observ ed distributions, we dra w 20 000 samples from
his Gaussian for each cluster, and generate an observed luminosity
istribution for each realization. We then plot the median and 5 th to
5 th percentile range of these 20 000 trails. 1 
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Table 1. Fitting results. 

Catalogue Model w αM 

log ( M break / M �) αM 4 αT log ( T MID / yr ) log ( T MDD , 0 / yr ) γMDD t 4 ( Myr ) 

Full sample 
All MID 1.00 −2 . 16 + 0 . 32 

−0 . 04 5 . 61 + 0 . 49 
−1 . 24 −2 . 85 + 0 . 10 

−0 . 05 −1 . 41 + 1 . 19 
−0 . 40 8 . 22 + 0 . 07 

−1 . 86 − − −
MDD < 10 11 −1 . 40 + 0 . 07 

−0 . 08 4 . 00 + 0 . 05 
−0 . 05 − − − 6 . 65 + 0 . 10 

−0 . 07 0 . 98 + 0 . 02 
−0 . 04 268 + 37 

−29 

Radial division 
{ r ≤ R 50 } MID 0.6027 −1 . 97 + 0 . 51 

−0 . 08 5 . 07 + 0 . 34 
−0 . 79 −2 . 74 + 0 . 34 

−0 . 07 −1 . 84 + 1 . 47 
−0 . 75 8 . 28 + 0 . 07 

−1 . 90 − − −
MDD 0.3973 −2 . 24 + 0 . 04 

−0 . 04 7 . 24 + 0 . 51 
−0 . 57 − − − 7 . 61 + 0 . 19 

−0 . 22 0 . 40 + 0 . 10 
−0 . 07 218 + 47 

−38 

{ r > R 50 } MID 0.2390 −1 . 97 + 0 . 51 
−0 . 08 5 . 07 + 0 . 34 

−0 . 79 −2 . 74 + 0 . 34 
−0 . 07 −1 . 84 + 1 . 47 

−0 . 75 8 . 28 + 0 . 07 
−1 . 90 − − −

MDD 0.7610 −1 . 79 + 0 . 10 
−0 . 10 4 . 47 + 0 . 25 

−0 . 12 − − − 6 . 83 + 0 . 44 
−0 . 23 0 . 85 + 0 . 11 

−0 . 23 238 + 62 
−47 

{ r ≤ R c } MID 0.9175 −2 . 18 + 0 . 04 
−0 . 03 7 . 20 + 0 . 56 

−0 . 71 −2 . 73 + 0 . 04 
−0 . 05 −1 . 13 + 0 . 20 

−0 . 22 8 . 07 + 0 . 10 
−0 . 16 − − −

MDD 0.0825 −2 . 17 + 0 . 03 
−0 . 03 7 . 40 + 0 . 41 

−0 . 54 − − − 8 . 06 + 0 . 13 
−0 . 16 0 . 22 + 0 . 07 

−0 . 05 288 + 50 
−40 

{ r > R c } MID 0.8131 −2 . 04 + 0 . 63 
−0 . 38 5 . 00 + 2 . 28 

−0 . 81 −2 . 78 + 0 . 53 
−0 . 35 −0 . 75 + 0 . 47 

−1 . 47 7 . 74 + 1 . 66 
−1 . 68 − − −

MDD 0.1869 −2 . 23 + 0 . 38 
−0 . 27 5 . 47 + 1 . 68 

−1 . 08 − − − 7 . 96 + 1 . 47 
−1 . 19 0 . 61 + 0 . 29 

−0 . 42 685 + 15845 
−582 

Subpopulations 
{ p obs ≥ 90 per cent } MID 1.00 −2 . 16 + 0 . 17 

−0 . 04 5 . 32 + 0 . 35 
−0 . 57 −2 . 90 + 0 . 06 

−0 . 04 −1 . 34 + 1 . 17 
−0 . 65 8 . 22 + 0 . 08 

−1 . 85 − − −
MDD < 10 −4 −2 . 14 + 0 . 08 

−0 . 05 4 . 91 + 0 . 15 
−0 . 21 − − − 7 . 11 + 0 . 56 

−0 . 20 0 . 85 + 0 . 11 
−0 . 29 450 + 141 

−96 

Class 3 excluded MID 1.00 −1 . 99 + 0 . 16 
−0 . 08 5 . 16 + 0 . 34 

−0 . 76 −2 . 76 + 0 . 08 
−0 . 06 −1 . 05 + 0 . 98 

−0 . 48 8 . 21 + 0 . 11 
−2 . 37 − − −

MDD < 10 −4 −1 . 74 + 0 . 06 
−0 . 06 4 . 90 + 0 . 08 

−0 . 09 − − − 6 . 19 + 0 . 06 
−0 . 05 0 . 98 + 0 . 02 

−0 . 03 91 + 10 
−9 

OGCs excluded MID 0.0364 −1 . 50 + 0 . 07 
−0 . 34 4 . 26 + 0 . 19 

−0 . 06 −2 . 44 + 0 . 07 
−0 . 30 −0 . 40 + 0 . 04 

−1 . 01 6 . 39 + 1 . 76 
−0 . 05 − − −

MDD 0.9636 −1 . 79 + 0 . 06 
−0 . 05 4 . 33 + 0 . 07 

−0 . 06 − − − 6 . 64 + 0 . 19 
−0 . 11 0 . 93 + 0 . 05 

−0 . 10 217 + 32 
−26 

{ D 

5 
norm 

> 2 } MID 1.00 −2 . 17 + 0 . 33 
−0 . 04 5 . 58 + 0 . 39 

−1 . 21 −2 . 86 + 0 . 11 
−0 . 04 −1 . 52 + 1 . 31 

−0 . 70 8 . 24 + 0 . 08 
−1 . 91 − − −

MDD < 10 −11 −2 . 16 + 0 . 05 
−0 . 04 5 . 42 + 0 . 39 

−0 . 24 − − − 8 . 11 + 0 . 43 
−0 . 46 0 . 27 + 0 . 25 

−0 . 23 400 + 78 
−58 

Notes. The first column indicates the subset of the LEGUS catalogue used in the fit, the second indicates the type of model fit (MID or MDD), the 
third gives the Akaike weight for that model, and the remaining columns give marginal posterior PDFs derived for each model parameter, reported as 
q 50 

+ ( q 84 −q 50 ) 
−( q 50 −q 16 ) 

, where q N denotes the estimated N 

th percentile. Thus, our central values are the median of the PDF, and the ranges shown correspond to the 
68 per cent confidence interval. The co-rotation radius is represented by R c , while the median galactocentric radius is denoted as R 50 . In the subpopulation 
section, we present trimmed catalogue fits based on four different trimming criteria. First, we consider the cluster population denoted by p obs ≥ 90 per cent . 
Additionally, we provide three additional trimmed catalogue fits where we exclude class 3 objects, old globular clusters, and clusters with a normalized 
distance to the nearest 5 th neighbour in the library greater than 2 σ . 
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We compare the observed and model-predicted luminosity func- 
ions in Fig. 3 . As the figure shows, our best-fitting model does
n excellent job of reproducing the full luminosity function in the 
luer bands, and reproduces the shape of the peak of the luminosity
unction very well in every band. The only place where our model
ies significantly outside the observed confidence interval is in the I
and, where the observed luminosity function drops off somewhat 
ore steeply than our model fit at both the bright and dim ends. At

he dim end, this is likely due to our completeness model not being
erfectly accurate – one can see hints of this in the V band as well,
here our model cuts off sharply at −6 mag, the nominal catalogue
han V = −6 mag this would be mostly compensated by clusters just below 

he magnitude limit of the original catalogue scattering upward in some 
ealizations – that is, for every cluster with V = −6 . 001 mag in the original 
EGUS catalogue that scatters below the magnitude cut in almost half the 

ealizations, there should be another cluster with V = −5 . 999 mag that is 
xcluded from the original catalogue but scatters abo v e the magnitude cut in 
lmost half the realizations. Ho we ver, because clusters for which the central 
stimate for V = −5 . 999 mag do not appear in the LEGUS catalogue at all, 
his compensation does not happen, and as a result we end up undercounting 
lusters near the magnitude limit by as much as a factor of ≈ 2. This effect is 
ignificant for magnitudes within a few σ of the catalogue cutoff, and since 
he typical photometric error in LEGUS is σ ≈ 0 . 1 mag, we expect significant 
ias for V � −6 . 3 mag. 
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imit, but the data fall of slightly more smoothly. The Malmquist
ias discussed abo v e may contribute slightly to this discrepancy, but
iven that the observed luminosity function in V band turns o v er
ear V = −6 . 5 mag, roughly 5 σ abo v e the catalogue limit for the
ypical σ ≈ 0 . 1 mag uncertainty in LEGUS, it is unlikely to be the
ominant effect. At the bright end, the discrepancy may be a result
f our simple Schechter functional form being too simple to fully
apture the full shape fo the mass distribution. A second possibility
s that this mismatch is a result of errors in our assumed values of
etallicity or nebular co v ering fraction, a topic we address further
omentarily. 
It is also interesting to compare the fidelity with which we are

ble to reproduce the luminosity function with the results of prior
tudies that derived cluster mass and age distributions from a more
raditional backward-modelling approach rather than our Bayesian 
orward-modelling method. Adamo et al. ( 2017 ) used the cluster
tting code YGGDRASIL to assign masses and ages to each cluster

n NGC 628, and find that the population is best fit by an MDD
odel with t 4 = 190 Myr, γMDD = 0 . 65, αM 

= −2 . 03, and M break =
 . 03 × 10 5 M �. These results are derived using the same stellar
racks as we use in our library, but come from a fit to the ‘e xclusiv e’
atalogue that excludes morphologically complex class 3 clusters. 
o compare to these results, we therefore fit the LEGUS catalogue
xcluding class 3 sources using our method (see Section 5.1 for
etails), and then generate predicted luminosity functions for both 
MNRAS 532, 4583–4603 (2024) 
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M

Figure 2. Corner plot showing the one-dimensional and two-dimensional 
histograms of the posterior PDFs of the parameters αM 

, log M break , αT , and 
log T MID for the full LEGUS NGC 628 catalogue. We omit the nuisance 
parameters describing the distribution of extinctions A V . The 1D blue 
histograms show one-dimensional marginal PDFs for each parameter, while 
the colour maps show log probability densities in various 2D cuts through 
parameter space. The outermost contour level in the 2D plots is set to enclose 
99 per cent of the samples, and black dots show individual MCMC samples 
outside this threshold. The extent of each axis is rounded according to the 
prior range to achieve optimal visualization. 
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Figure 3. Comparison between observed and model-predicted luminosity 
functions in UV , U , B , V , and I bands. Blue-dashed lines show the luminosity 
distribution of the LEGUS catalogue, divided into uniformly spaced bins; 
distributions are normalized to have unit integral, and blue-shaded regions 
show the 5 th –95 th percentiles in normalized bin counts derived from 20 000 
Monte Carlo re-samplings of the observations – see the main text for details 
of the procedure. The red solid lines illustrate the predicted photometric 
distributions of the best MID models, computed using the 50 th percentile 
values post burn-in. The shaded bands surrounding these lines indicate the 5 th –
95 th percentiles for each bin. The blue-dashed lines show the 50 th percentiles 
of the photometric distributions in each individual bin, using bootstrapped 
samples of the observed luminosities. The blue-shaded bands surrounding 
these dashed lines indicate the 5 th –95 th percentiles for each bin. 
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damo et al. ( 2017 )’s best-fitting model and our best fit, using the
ame method as in Fig. 3 , and compare to the observed LEGUS
atalogue excluding class 3 clusters. We show the results in Fig. 4 . It
s clear that our method performs substantially better at reproducing
he observed luminosity function, particularly in the redder bands. 

.2.2 Colour distributions 

ince our method attempts to fit the full five-dimensional photometric
istribution at once, we can also check for agreement between model
nd observations in multiple dimensions. To this end, we present
s examples the UV – U versus U colour–magnitude diagram in
ig. 5 , and the UV – U versus U – B colour–colour diagram in
ig. 6 ; we show the colour–magnitude and colour–colour diagrams
or other bands in Appendix D . As with the luminosity distribution,
e compute the colour distribution predicted by our fit directly

rom the Gaussian mixture model, using an expression analogous
o equation 15 , and we compute the observed distribution via a

onte Carlo resampling of the LEGUS measurements including
heir uncertainties. Specifically, to generate the distribution of the
bservations in colour–magnitude or colour–colour space, we draw
NRAS 532, 4583–4603 (2024) 
0 000 samples from the Gaussian error distribution for each cluster
nd band, thereby generating a sample of ∼ 10 7 points in each
ossible colour–magnitude and colour–colour diagram. We then plot
ontour lines that enclose 50, 84, and 95 per cent of these samples
o indicate the range co v ered by the observations. These figures also
how reasonably good agreement between the observed and model-
redicted colour–magnitude and colour–colour distributions, and
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Figure 4. Same as Fig. 3 , but now showing the luminosity function only 
for class 1 and 2 clusters, and including a comparison to the luminosity 
distribution predicted using the best-fitting parameters obtained by Adamo 
et al. ( 2017 ) (black line). 
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Figure 5. Comparison between observed and model-predicted cluster dis- 
tributions in UV magnitude versus UV – U colour. The heatmap in the 
central panel shows the predicted colour–magnitude distribution for our 
model, and is computed using the 50 th percentile values of all param- 
eters. The red, coral, and white contour lines enclose the 50, 84, and 
95 per cent of a bootstrap resampling of the observed distribution in the 
LEGUS catalogue – see the main text for details of the bootstrapping 
procedure. The flanking panels compare 1D PDFs of the observed (blue- 
dashed lines) and predicted (red solid lines) colour and magnitude. To 
visualize the uncertainties around photometric measures, we represent 
the 5 th –95 th percentiles on the observational distribution as blue-shaded 
regions. 

Figure 6. Same as Fig. 5 , but showing the U – B versus UV –
U colour–colour distributions of the observations and the best-fitting 
model. 
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uggest that our best-fitting model provides a reasonable representa- 
ion of the distribution of observations in 5D photometric space. 

The largest deviations between our model and the observations 
ccur for clusters with the bluest colours. Fig. 5 illustrates that the
bservations include a tail at a UV magnitude of approximately −6, 
eaturing the most ne gativ e UV – U colour index (bluest colour),
hich is not well reproduced by the models. This feature is also
resent in the U – B colour distributions shown in Fig. 6 , where
ur model exhibits a cutoff in U – B colour space at the bluest
nd, indicating limitations in reproducing the bluest clusters in the 
bserved samples. 
One possible explanation for this discrepancy is that our model 

ibrary assumes Solar metallicity, while NGC 628 is slightly sub- 
olar (e.g. Moustakas et al. 2010 ). Consistent with this hypothesis, 
eger et al. ( 2022 ) compare PHANGS- HST clusters to tracks through
MNRAS 532, 4583–4603 (2024) 
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M

Table 2. Goodness-of-fit log p -values for one-sample KS test comparisons 
of between the observed and best-fitting model luminosity functions (cf. 
Fig. 3 ) in the UV , U , B , V , and I bands, for both the best-fitting MID and 
MDD models. 

UV U B V I 

ln p MID −1 . 80 −4 . 03 −10 . 04 −3 . 62 −8 . 43 
ln p MDD −3 . 09 −4 . 50 −8 . 38 −5 . 13 −11 . 92 
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olour-space predicted by non-stochastic stellar population synthesis
odels using a range of metallicity and nebular co v ering fraction.
hey find the bluest colours achie v able by the models are sensitive

o these two parameters, with plausible variations in them having
elatively little effect o v er most of the track, but yielding variations at
he extreme blue end by ∼ 0 . 3 mag, comparable to the offset we find
etween our bluest observed clusters and our bluest SLUG models.
o we ver, Krumholz et al. ( 2015b ) show that metallicity variations

t this level have relatively little effect when inferring cluster masses
r ages. In any event, the effects of this discrepancy on population-
evel statistics should be small, since they involve only a handful of
lusters out of our full catalogue of > 1000. 

While Figs 3 , 5 , and 6 allow qualitative comparison between the
est-fitting model and the observed photometric distributions, it is
lso possible to make a quantitative comparison. The conventional
pproach for assessing whether a model is a good fit typically
nvolves measures such as p -values derived from χ2 or Kolmogorov–
mirno v (KS; Smirno v 1939 ) tests. Ho we ver, it is important to keep

n mind what these tests assess: the p -value indicates the confidence
ith which we can rule out the null hypothesis that measurement error

for a χ2 test) or finite sample size (for a KS test) are the only sources
f disagreement between model and data, i.e. the null hypothesis for
 χ2 or KS test is that the model is perfect and that discrepancies
etween it and the data arise only because of limitations in the
easurement. In our study, we have identified distinct features in the

ata that are not replicated by any of the models, as demonstrated
y the comparisons of colour–colour and colour–magnitude between
he models, so we do not e xpect ev en our best model to achieve a
good fit’ in the sense of a high p -value, and thus most of the value
n the test is in comparing relati ve p -v alues. With this limitation
nderstood, we proceed to carry out KS test comparisons between
he observed and model-predicted 1D luminosity distributions shown
n Fig. 3 , and the analogous distributions for the best-fitting MDD
odel. We present the resulting p -values in Table 2 . 
As expected, the MID model in the UV band has a p -value

igh enough to be consistent with the hypothesis that the model
s perfect at the few σ level. Among the five available bands, the

ID model is preferred in all bands except B based on higher p -
alues, consistent with the finding of CLUSTER SLUG fa v ouring the
ID model. Ho we ver, we caution that one should not perform model

omparisons just by examining relative p -values, since, among other
efects, this approach ignores the higher dimensional correlations
resent in the real data, which our comparison based on Akaike
eights properly captures. In general, we also see that model-
bservation agreement is better in the bluer bands and worse in
he redder ones. None the less, the comparison reinforces the point
hat, while our models capture the major qualitative features of the
bserved photometric distributions well, they are clearly not perfect.
iven the much larger sample of clusters are we can use compared to
revious work, we have the statistical power to detect discrepancies
hat would have been invisible to earlier analyses on much smaller
ata sets. 
NRAS 532, 4583–4603 (2024) 
.3 Inner versus outer galaxy clusters 

aving presented the full catalogue fits, we now search for radial
ariations in cluster demographics. For this purpose, we assign
very cluster in the LEGUS catalogue a galactocentric radius, taking
he centre of NGC 628 to be at RA = 24 . 17 ◦, Dec . = 15 . 78 ◦,
nd adopting an inclination i = 25 . 2 ◦ and position angle PA = 25 ◦

rom North (Grasha et al. 2015 , 2017 ). We use the centre location,
nclination, and position angle to deproject the cluster coordinates
rom RA/Dec. to a galactocentric coordinate system. Once clusters
ave been assigned radii, we divide the catalogue in tw o w ays: first
imply by making two sub-catalogues of equal size containing the
nner and outer halves of the sample, and second by making two
ub-catalogues containing clusters inside and outside the galactic
o-rotation radius. The advantage of the former approach is that it
nsures that we have equal statistical power in both regions, and
hus do not miss radial variations because our inner or outer galaxy
ample is too small to see them. The advantage of the latter approach
s that co-rotation marks a physically moti v ated radius where we
ight expect to see a change in cluster behaviour, as opposed to the

alactocentric radius that marks an equal number division, which is
olely a function of the size and location of the LEGUS pointings. 

.3.1 Equal number division 

or our first analysis, we divide the LEGUS cluster sample into two
adial bins each containing an equal number of clusters. The median
adius that makes this e ven di vision is R 50 = 3 . 53 kpc. We fit MID
nd MDD models to both the subset of clusters with r ≤ R 50 and
hose with r > R 50 and report the results in the second and third
locks of rows in Table 1 . Our model selection statistics strongly
a v ours the MID model in the inner region, whereas the outer region
refers the MDD model. Comparing these two sub-divided regions,
e present the fitted parameters in Table 1 and plotted the posteriors

n 2D parameter spaces of the CMF and CAF in Figs 7 and 8 ,
espectiv ely. F or the outer galaxy age distribution, even though the

DD model is (slightly) preferred, we show results for the slightly
ess fa v oured MID model so that we can make a direct comparison. 

Examining Fig. 7 , its upper panel shows the marginal posterior
DFs of αM 

and M break of inner and outer regions divided by R 50 .
e notice that the posterior mass distributions of the inner bin

indicated by the red contours) are unimodal, corresponding to a
ingle probability peak in the parameter space centred at αM 

≈ −2 . 2
nd log ( M break / M �) � 6, while the posterior for the outer region
indicated by blue contours) is bimodally distributed with two
istinct probability peaks, one at αM 

≈ −2 and log ( M break / M �) ≈ 5,
he second at αM 

≈ −1 . 5 and log ( M break / M �) ∼ 4 . 3. Despite this
if ference, ho we ver, the 2 σ confidence contours for the two regions
lightly o v erlap, and the 95 per cent confidence contours clearly lie
long a continuous ridge of probability running from low αM 

and
igh M break to higher αM 

and lower M break . Thus, we formally detect a
ifference between the inner and outer regions, but at low confidence.
o the extent that there is a real difference, it is that there is stronger
vidence for a truncation in the mass function in the outer galaxy, an
ffect consistent with the correlation between truncation mass and
tar formation rate surface density identified by Wainer et al. ( 2022 ).

The upper panel of Fig. 8 provides an analogous plot for the two
arameters – αT and T MID – that describe the CAF. The qualitative
onclusion to be drawn from Fig. 8 is similar to that for the mass PDFs
s shown in the upper panel of Fig. 7 , i.e. the posterior PDFs of the age
arameters for the inner and outer radial bins are mainly separated
t 2 σ levels, but are clearly tracing out the same underlying ridge of
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Figur e 7. 2D mar ginal posterior joint PDF of the parameters αM 

and 
log M break that describe the CMF. Upper panel: PDFs for clusters inside 
(red) and outside (blue) the co-rotation radius R c . Blue and red contour lines 
in the central panel correspond to loci that enclose 50 and 95 per cent of the 
MCMC samples, and thus correspond approximately to the median and 2 σ
significance confidence level. The histograms flanking the central panel show 

the corresponding 1D marginal PDFs of αM 

and log M break for the inner (red) 
and outer (blue) galaxy samples. Lower panel: same as upper panel, except we 
show the parameters αM 

and log M break for clusters inside (red) and outside 
(blue) the median cluster galactocentric radius R 50 . 
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Figure 8. Same as Fig. 7 , expect we show the marginal PDFs of the 
parameters describing the CAF, αT and log T MID , rather than the parameters 
describing the CMF. 
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robability. The contours would o v erlap if we extended our plots to
igher than 95per cent confidence; we again therefore consider this 
 low-confidence detection of a difference. The clusters in the inner 
egion of the galaxy (represented by red contours) begin to disrupt
round T MID ≈ 30 Myr, with a relatively rapid disruption rate of
T ≈ −0 . 8 thereafter. Conversely, the PDFs of the age parameters 

n the outer region (represented by blue contours) appear to be more
pread out. The PDF peak for the clusters in the outer region suggests
ither moderate disruption starting at 1 −5 Myr ( αT ≈ −0 . 4), or no
isruption until ∼ 200 Myr. In either case, to the extent that our
etection is real, it suggests that disruption al w ays f aster in the inner
alaxy at ages � 100 Myr, but that whether disruption in the inner
alaxy is faster or slower at younger ages depends on which of the
wo possibilities identified by the MCMC we fa v our for the outer
alaxy – for the case of late disruption, T mid ∼ 200 Myr, the inner
alaxy has faster disruption at all cluster ages, while for the early
ut moderate disruption scenario in the outer galaxy, T mid ∼ 3 Myr
nd αT ∼ −0 . 4, disruption is initially faster in the outer galaxy, but
he inner galaxy catches up and o v ertakes after ∼ 100 Myr, when

30 −40 per cent of clusters still remain intact. 

.3.2 Co-rotation radius division 

n alternative way of separating the cluster population is into those
nside and outside the galactic co-rotation radius at R c = 6 . 3 kpc
here the spiral pattern and orbiting clusters mo v e at equal speed

Sakhibov, Gusev & Hemmerich 2021 ). To the extent that encounters
ith molecular clouds or other structures associated with the spiral 

rms influence cluster formation or disruption, we might expect to 
ee changes in cluster population demographics across co-rotation. 
aking this division, we have 1159 clusters inside R c and 117

lusters outside R c . 
MNRAS 532, 4583–4603 (2024) 
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Figure 9. Comparison of NGC 628 cluster mass estimates computed in this 
paper (equation 16 ; horizontal axis) to those computed in alternative ways 
(v ertical ax es); the top panel compares to deterministic YGGDRASIL models 
(as reported in Adamo et al. 2017 ), while the bottom panel compares to 
results derived using the informative priors from Krumholz et al. ( 2015b ); 
see the main text for details. The 2D density maps display the joint PDF of 
masses derived by the two methods, estimated using the bootstrap resampling 
procedure described in the main text (Section 4.4 ). The top and right flanking 
panels present the 1D distribution of masses computed by each model. 
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The bottom panels of Figs 7 and 8 show the inferred posteriors
or the clusters located inside and outside the co-rotation radius; we
gain concentrate on the MID model, because model comparison
refers it to MDD. Here, we see differences between the inner and
uter galaxy posterior PDFs that are qualitatively consistent with
hose we observed for a division of the sample into two equal parts.
o we ver, the small number of clusters in the outer galaxy sample
hen we divide at co-rotation ensures that the posterior PDFs are
ery broad, and, particularly for the age distribution, largely just
eflect our priors. Given the very broad outer galaxy posteriors, we
annot rule out the possibility that the cluster demographics inside
nd outside co-rotation are the same. Doing so w ould lik ely require
ignificantly more outer-galaxy clusters than the LEGUS catalogue
rovides. 

.4 Individual cluster ages and masses 

n addition to the population-level inference of the marginal pos-
eriors, we can also compute individual cluster-by-cluster fits for
luster masses and ages in NGC 628 using the method described in
rumholz et al. ( 2015a , b ), with the important difference that since
e have now fit for the mass and age distribution of NGC 628 we

an use this result as an informative prior. We briefly summarize the
ethod here and refer readers to Krumholz et al. ( 2015b ) for a full

escription. The method is analogous to that described in Section 3 :
e consider a single cluster with a vector of magnitudes m and

orresponding uncertainties σ , and invoke Bayes’ theorem to write
he posterior probability distribution for the cluster mass M , age T ,
nd extinction A V as 

 post ( ψ | m , σ ) ∝ 

N lib ∑ 

j= 1 

w j ( ψ j ) N ( m | m j , h 

′ 
j ) N ( ψ | ψ j , h ψ ) , (16) 

here ψ = ( log M, log T , A V ) is the vector of parameters we wish
o infer, and quantities subscripted by j are properties of the j th
ibrary cluster: m j and h 

′ 
j are the vectors of photometric magnitudes

nd bandwidths (identical to those used in equation 2 ), ψ j is the
log mass, log age, extinction) vector, h ψ is the bandwidth in (log
ass, log age, and extinction), and w j ( ψ j ) is the weight. The prior

nters in the calculation of w j : Library clusters whose properties
re a priori more likely are weighted more highly (e.g. lower mass
lusters will be assigned more weight than higher mass ones, since
ost clusters are low mass; cf. equation 18 of Krumholz et al. 2015a ).
he difference between our calculation here and that presented in
rumholz et al. ( 2015b ) is that, whereas Krumholz et al. adopted a

ange of candidate uninformative priors, here we use the best-fitting
odel from our population-level analysis as our prior. 
In Figs 9 and 10 , we show how the marginal posterior mass

nd age distributions we derive by this procedure compare to
hose derived using the deterministic stellar population fitting code
GGDRASIL (Zackrisson et al. 2011 ) and reported for the clusters

n NGC 628 (Adamo et al. 2017 ) (upper panels), and to those
erived using the uninformative priors from Krumholz et al. ( 2015b )
lower panels); for the latter, we use their αM 

= −1 . 5, αT = −0 . 5
ase. We construct these figures using bootstrap resampling: for
ach cluster in the NGC 628 catalogue, we randomly draw a
LUSTER SLUG mass from the marginal posterior PDF of mass
erived from equation (16) using informative priors; to construct the
op panel we then draw corresponding masses from the central value
nd uncertainty (assumed to be Gaussian in log M) for the clusters
eported by Adamo et al. ( 2017 ), while for the bottom panel we also
raw the corresponding mass from equation (16) , but with w( ψ j )
NRAS 532, 4583–4603 (2024) 
 v aluated using the uninformative priors. We repeat this procedure
ntil we have a sample of 35 000 pairs for each panel, and we plot
he distributions of these points in Fig. 9 ; the procedure is identical
or ages in Fig. 10 . 

Examining these figures, we see that o v erall YGGDRASIL tends to
roduce somewhat higher cluster masses (i.e. the CLUSTER SLUG

redicted masses < 1000 M � are biased abo v e the one-to-one
ines) and younger ages compared to CLUSTER SLUG (i.e. the points
re biased slightly below the one-to-one lines), particularly at the
owest masses and youngest ages; agreement is closer at higher
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Figure 10. Same as Fig. 9 , except we show age estimates instead of mass 
estimates. Note that the horizontal streaks in the top panel are an artefact of 
the YGGDRASIL model, which uses a relatively coarse grid of ages. 
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Figure 11. Comparison of the inferred posterior PDFs in linear (upper 
panel) and log scales (lower panel) for the mass distribution of the entire 
population of star clusters using the CLUSTER SLUG and YGGDRASIL SSP 
models. The dotted blue line is the mass PDF obtained by summing the 
marginal mass PDFs derived with CLUSTER SLUG o v er all clusters; the shaded 
region around this line is the 5–95 per cent confidence interval derived from 

bootstrap resampling via the procedure described in the main text. The 
red solid line and shaded region show the same quantities derived from 

YGGDRASIL deterministic models following Adamo et al. ( 2017 ). The dashed 
lines and hatched regions show the corresponding fits to the population mass 
distribution, computed as described in the main text. 
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ass and age (i.e. the points cluster more closely around the one-
o-one lines). 2 One explanation for this asymmetry at M ∼ 10 3 

 � is, for a given brightness of a cluster, YGGDRASIL assigns
his cluster a unique mass based on a fixed mass-to-light ratio. 
o we ver, CLUSTER SLUG consider another possibility that it can 
e a low-mass star cluster that happens to contain a massive star
hat dominates the light profile due to the impartial sampling of the
MF. Because we use an informative prior on mass with a slope ∼
2, which assigns a high probability to less massive clusters, the 
cenario mentioned abo v e becomes prominent. Consequently, we 
xpect CLUSTER SLUG to assign systematically lower masses to dim 
 The horizontal streaks visible in Fig. 10 are not physically meaningful; they 
re are artefact of YGGDRASIL using a discrete, coarsely sampled grid of ages 
or its fits. 

a  

i  

l  

t
u  
lusters than YGGDRASIL , as shown in Fig. 9 . Similarly, deterministic
odels interpret a blue colour as requiring a young age, while a

tochastic model allows for the possibility that it might also be the
esult of an older cluster containing a single bright star undergoing a
lue loop. Consequently, CLUSTER SLUG ’s uncertainty intervals tend 
o extend to larger masses and ages than YGGDRASIL ’s, and this
ffect is largest in the least massive and youngest clusters, which
re subject to the largest stochastic fluctuations. As noted abo v e, this
henomenon was previously reported by Krumholz et al. ( 2015b ),
o the main new thing to take from our analysis here is that switch
rom uninformative to informative priors does not appear to alter it
ignificantly. 

Consistent with this finding, we see that there are somewhat 
maller differences between the CLUSTER SLUG models with the two 
ifferent priors. Compared to the uninformative prior adopted in 
rumholz et al. ( 2015b ), our population fit has a steeper slope at low
ass, since here we have αM 

≈ −2 as compared to αM 

= −1 . 5, and
o we again find that the current fit fa v ours some what lo wer masses
t the low-mass end. Conversely, there are clearly some clusters for
hich the uninformative prior results in a mass � 10 5 M �, while the

nformative one reduces the estimated mass to ≈ 10 4 . 5 M �. This is
learly a result of our more sharply truncated mass function. 

To explore this further, in Fig. 11 , we plot the inferred posterior
istribution of cluster masses, marginalized o v er e xtinction and age,
or all the clusters in NGC 628. The blue solid line in this figure is
omputed by summing the individual cluster posterior PDFs of mass, 
nd the shaded blue band around it is the 5–95 per cent confidence
nterv al, which we deri ve from our bootstrap samples; the red solid
ine and shaded band are the result of applying the same procedure
o the YGGDRASIL results. (We omit the corresponding line for 
ninformative priors to a v oid clutter, b ut it would show the same
MNRAS 532, 4583–4603 (2024) 
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Figur e 12. 2D mar ginal posterior joint PDF of the parameters αM 

and 
log M break that describe the CMF, comparing the results derived from the 
full LEGUS catalogue (black contours) to those derived for five trimmed 
catalogues where we have removed clusters with low P obs (red, Section 5.1.1 ), 
candidate metal-poor old globular clusters (orange, Section 5.1.2 ), class 
3 clusters (green, Section 5.1.3 ), and clusters with D 

5 
norm 

> 2 (blue, Sec- 
tion 5.1.4 ). In all cases, the inner contour encloses 50 per cent of the MCMC 

samples, and the outer contour encloses and 95 per cent of the samples. The 
histograms flanking the central panel show the corresponding 1D marginal 
PDFs of the full and trimmed catalogues. 
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ualitati ve ef fects.) Comparing these lines, two models agree very
ell from 10 4 −10 7 M �. At lower masses, the CLUSTER SLUG mass
istribution is flatter than the YGGRDASIL one due to the individual
ass PDFs having large dispersions due to CLUSTER SLUG ’s inclu-

ion of uncertainties from stochasticity, as described abo v e. 
To investigate the consistency between the PDF derived from in-

ividual cluster masses and the best-fitting Schechter mass functions
e derive, in Fig. 11 we have also overplotted dashed lines represent-

ng those best-fitting models; we do so both or the Schechter function
erived in this paper, and using the YGGDRASIL -based provided
n Adamo et al. ( 2017 ); the dotted line is the most likely model,
nd the hatched region around it is the 5–95 per cent confidence
nterv al deri ved from bootstrap resampling of the posterior PDFs.
nterestingly, we see that while our best-fitting CLUSTER SLUG model
atches the distribution relatively well near the peak of the PDF, it

s more sharply truncated at 10 5 M � than the mass function we get
y adding up the individual cluster posterior PDFs. The individual
luster PDFs have a small population of clusters above 10 6 M �,
hich is absent in our Schechter function fit to the whole population.
This comparison highlights an important feature of our method,

hich is that it is most sensitive to the peak of the distribution,
n contrast to methods based on fitting binned data, which assign
qual weight (except for Poisson errors) to nearly unpopulated mass
ins as to highly populated ones. Indeed, there is no a priori reason
hy we should expect to obtain the same result from a method that
eights all clusters equally versus one that weights all mass bins

qually, nor why we should expect a forward-modelling method
hat emphasizes reproducing the observed luminosity distribution to

atch a backward modelling method that has no such constraint. In
n ideal world, where our stellar population synthesis models and the
unctional forms we use to parameterize the cluster population were
oth accurate, these approaches would agree, but clearly that is not
he case given our current models. None the less, this comparison
oes suggest that in future work, our method might be impro v ed by
dopting a more general functional form for the mass distribution
hat allows independent adjustment of the shape at lower and higher

asses, rather than relying on the more prescriptive functional forms
such as the Schechter function) that have traditionally been used.
t also means that we should apply the informative priors with
aution for very luminous clusters, since our priors may be unfairly
iscounting the possibility of these being very massive. 

 DISCUSSION  

ere, we discuss some implications of our findings. We begin with a
eries of additional verification checks on our method (Section 5.1 ),
nd then discuss our findings regarding truncation of the cluster
ass distribution (Section 5.2 ) and the cluster age distribution

Section 5.3 ). 

.1 Method robustness against outliers 

ll our results in Section 4 are derived from fitting the full LEGUS
luster catalogue. Ho we ver, there are plausible reasons why one
ight consider excluding various parts of the catalogue from the

nalysis, for example because one is worried that particular parts
f the catalogue are unreliable, or e x ercise unreasonable amounts
f leverage on the result. For this reason, it is important to assess
he robustness of our method against various potential outlier sub-
opulations by repeating our analysis on trimmed catalogues where
e remo v e some subset of the clusters. In all these cases, once we
NRAS 532, 4583–4603 (2024) 
emo v e the target subset of clusters, the remainder of our analysis
ipeline is identical to the one used for the full catalogue in Section 4 .
We compare the mass and age parameters we derive using the

educed catalogues to those we obtain from the full catalogue in
igs 12 and 13 , respectively, and report the marginal posterior PDFs
or all parameters from the reduced catalogues in T able 1 . W e also
nclude a table presenting the cluster number statistics of each
rimmed catalogue in Table 3 . 

.1.1 Trimming low-completeness clusters 

n Section 2.3 , we explain our method to derive the completeness
unction P obs ( m ) for the data and the library. Knowledge of this func-
ion, coupled to our forward-modelling techniques, allows us to a v oid
he traditional method of excluding clusters with masses � 5000 M �
nd ages � 200 Myr, and in turn allowing us to use essentially all
f the LEGUS catalogue, rather than only ≈ 25 per cent of it as in
revious work (e.g. Adamo et al. 2017 ). Ho we ver, our approach is
ensitive to our completeness estimates, which therefore represent
 potential source of systematic error. To test this possibility, we
epeat the numerical experiments with a more conserv ati ve approach
f only including clusters where we estimate the completeness is

90 per cent . This reduces the sample to 1120 clusters, but ensures
hat P obs ( m ) never varies by more than 10 per cent, and thus errors
n it have little effect. 

Examining Figs 12 and 13 , we find that the regions of allowed
arameter space for both the parameters describing mass ( αM 

,
og M break ) and those describing age ( αT , log T MID ) are slightly

ore concentrated for the high completeness sample, but are almost
ntirely o v erlapping with the probability maxima we obtain for the
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Figure 13. Same as Fig. 12 , except showing the PDF of the parameters αT 

and log ( T MID / yr ) that describe the CAF for the MID model. For completion, 
we include the trimmed catalogue comprising only class 1 and 2 clusters as 
dashed contours. Ho we ver, since this case the catalogue containing only class 
1 and 2 clusters that excludes the old globular clusters (rOGC) is better fit by 
the MDD model, which cannot be directly compared with the MID fits. 

Table 3. Number statistics and best-fitting model for each trimmed cata- 
logue. 

Catalogue N c Best model Section 

All 1178 MID Section 4.1 
{ p obs ≥ 90 per cent } 1120 MID Section 5.1.1 
OGCs excluded 991 MID Section 5.1.2 
Class 3 excluded 813 MDD Section 5.1.3 
{ D 

5 
norm 

> 2 } 1160 MID Section 5.1.4 

Notes. The last column points to the corresponding section of each trimmed 
catalogue. N c represents the number of clusters included in the count that 
have a non-zero completeness value. 
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ull catalogue; the results are consistent at the 1 σ level. We therefore
onclude that possible systematic errors in the completeness function 
ave at most a trivial impact on the outcome. 

.1.2 Exclusion of candidate metal-poor old globular clusters 

hitmore et al. ( 2023 ) argue that using a single metallicity for all
he clusters in NGC 628 may yield misleading results, because some 
f the clusters are old globular clusters (OGCs) with substantially 
ower metallicities than the remainder of the population. Since 
ur method assumes a single (Solar) metallicity, this represents 
nother source of potential bias for us. To assess the robustness
f our results against this bias, we re-fit the NGC 628 cata-
ogue after removing candidate OGCs; following Whitmore et al. 
 2023 ), we identify these candidates based on their extremely red
olours, V − I > 0 . 95 mag. Examining the comparison between 
he results derived from this trimmed catalogue and those from 

he full catalogue in Figs 12 and 13 , we find that the results
eriv ed after remo ving the OGCs are consistent with those of the
ull catalogue in the sense that the contours largely o v erlap, but
hat exclusion of the OGCs appears to eliminate the possibility 
f a purely power law but steep mass function that is present in
he full catalogue. Instead, the OGC-cleaned catalogue strongly 
a v ours a truncation in the mass function at M break ≈ 10 4 . 5 M �.
imilarly, of the two possibilities for cluster disruption allowed 
y the full catalogue – no disruption to ≈ 200 Myr and strong
isruption thereafter, or weak disruption starting at ≈ 2 Myr, the 
GC-cleaned catalogue fa v ours the latter possibility. We there- 

ore conclude that the possible inclusion of metal-poor clusters 
n our catalogue, and our approach of fitting the data using a
ingle metallicity, represents a small potential source of systematic 
rror, in that these clusters appear to be responsible for driving
ur full-catalogue fit toward one of the two possible ‘islands’ of
robability that it finds. At the same time, ho we ver, this ef fect is
ot strong enough to skew the results dramatically, in the sense
hat the posteriors for the OGC-remo v ed catalogue are almost
ntirely contained within the range of posteriors allowed for the 
ull catalogue. 

.1.3 Exclusion of class 3 clusters 

ur next test is to remove from our catalogue clusters identified as
EGUS class 3. These objects are characterized by irregular, diffuse, 
r multipeaked morphologies, likely indicative of a population that is 
ither unbound or is bound but is so young that it has not dynamically
elaxed. There is considerable debate in the literature about whether 
hese objects should be categorized as clusters at all (see Krumholz
t al. 2019a , and references therein), and previous studies indicate
hat their mass and age distributions differ from those of the more
ynamically relaxed class 1 and 2 objects (Grasha et al. 2015 ; Adamo
t al. 2017 ). To investigate the outcome without class 3 objects, we
e-fit the NGC 628 catalogue after removing them. 

Consulting Fig. 12 , the resulting constraints on the mass distri-
ution are only slightly different from those derived from the full
atalogue; Table 1 . The best-fitting break mass is similar to full
atalogue fits, and the best-fitting index αM 

is very slightly shallower, 
−2 rather than ≈ −2 . 1. The best-fitting parameters describing 

luster ages are nearly identical to those of the full catalogue. Neither
f these changes is very significant. Thus, we again see that the
ifferences from the full catalogue, while statistically significant, are 
ot particularly physically significant. 

.1.4 Exclusion of clusters with poor photometric matches 

n addition to the sub-populations discussed abo v e that have physical
eanings, we are also interested in examining potential outliers in 

hotometric space, where our library may not contain any examples 
apable of reproducing the data. We wish to ensure that these outliers
re not biasing our results. To identify photometric outliers, for each
atalogue cluster, we compute the normalized photometric distance 
o each library cluster, as defined by Krumholz et al. ( 2015a ): 

 norm ,i ≡
√ √ √ √ 

1 

N F 

N F ∑ 

j= 1 

(
m j, obs − m j,i 

σm j, obs 

)2 

, (17) 

here m j, obs and σj, obs are the magnitude and uncertainty of the 
bserved cluster in the j th of N F filters, and m j,i is the magnitude
f the i th library cluster in the same filter. We then compute the
fth nearest-neighbour distance D 

5 
norm 

for each observed cluster, and 
emo v e from the catalogue clusters with D 

5 
norm 

> 2, i.e. those for
hich our library includes fewer than five cluster that fall within
MNRAS 532, 4583–4603 (2024) 
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M

Figure 14. Comparison of break masses M break and star formation rate 
surface densities 
 SFR for a sample of nearby galaxies. Black points show the 
compilation of Wainer et al. ( 2022 ), while the black line shows the best-fitting 
linear relation obtained by Johnson et al. ( 2017 ); the grey band shows the 
84 per cent confidence interval around the relation. ‘M74(A2017)’ denotes the 
truncated mass derived in Adamo et al. ( 2017 ). The red-dashed line shows 
our fitted truncated mass for the full NGC 628 catalogue at the 84 per cent 
confidence interval. We find that the CMF is well described by either a 
Schechter function with a slope αM 

≈ −2 and a truncation at M break ≈ 10 4 . 5 

M � or a steeper slope αM 

≈ −2 . 2 but a substantially higher truncation mass; 
this uncertainty leads to the extended range of possible M break values in our 
study. We take our value of 
 SFR for NGC 628 from Sun et al. ( 2023 ). 
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he measured photometric uncertainty interval. This criterion ensures
hat we exclude clusters that few or no good matches in our catalogue.

Examining Figs 12 and 13 , which show the results of fitting the
esulting trimmed catalogue, we see that the results align well with
he fits from the full sample. The mass parameters are nearly identical,
nd the age ones differ by less than the uncertainties. This indicates
hat the method remains robust against outliers in photometric space
hat exhibit poor correspondence with the library clusters. 

.1.5 Summary of robustness tests 

t is worth pausing at this point to summarize the results of our
obustness tests. Specifically, we conclude that, for most possible
ays we trim the catalogue, the results fa v our a bimodal shape of the
osterior PDFs, where it can either be a truncated mass function with
 break mass M break ∼ 10 4 . 5 M � and a slope close to −2, experiencing
arly and mild disruption at ∼ 10 6 . 5 yr, or a pure power law with a
lope of ∼ −2 . 2, with either no or very late disruption. Examining
igs 12 and 13 , it is clear that the 95 per cent confidence regions fur

he full catalogue (black) in o v erlap with the 95 per cent confidence
ntervals of all the trimmed catalogues, and that the 95 per cent
onfidence intervals of all trimmed catalogues o v erlap with each
ther. Thus, there is no strong evidence for differences. The exclusion
e consider that has the largest effect is if we remo v e OGCs; doing

o shifts the posteriors in fa v our of the first of the two probability
NRAS 532, 4583–4603 (2024) 
eaks and away from the second, but even in this case the 95 per cent
onfidence intervals o v erlap and thus there is no convincing evidence
or a change. 

.2 CMF with a high-mass truncation 

ur results clearly fa v our a CMF that at high masses declines more
harply than the αM 

= −2 power-law commonly found to describe
MFs; our fits are ambi v alent about what functional form best
escribes this, with one possibility being a power law with a steeper
lope αM 

≈ −2 . 2 and no exponential truncation, and the other being
 power law with slope αM 

≈ −2 but an exponential truncation at
 break ≈ 10 4 . 5 . Given this finding, it is interesting to compare our
 break to values reported in the literature. Previous studies of CMF

n spiral galaxies such as M83 (Adamo et al. 2015 ), NGC 628 (Adamo
t al. 2017 ), and M51 (Messa et al. 2018 ) all found that Schechter
unctions provided better fits to the CMF than pure power laws, but
ith exponential truncations in mass at ≈ 10 5 . 6 M �, which agrees
ith our best-fitting truncation mass within an order of magnitude.
o we ver, gi ven the bimodal nature of our posterior PDF, we cannot

ule out either the possibility of a pure power-law shape of the CMF,
r that there is a truncation at a break mass ≈ 0 . 5 −1 dex smaller
han this value. 

It is also worth noting that we do not necessarily expect all
alaxies to have the same truncation masses for their CMFs. Johnson
t al. ( 2017 ) propose a relation between the break mass and the
tar formation rate density 〈 
 SFR 〉 , perhaps due to both varying
ystematically with mean interstellar pressure; Wainer et al. ( 2022 )
xtend this proposal by adding new data. To place our fitted break
ass into this context, we add our value for M break in NGC 628 to
ainer et al.’s compilation in Fig. 14 ; for this purpose, we adopt a

tar formation rate density for NGC 628 from Sun et al. ( 2023 ). As
he figure shows, our best-fitting break mass is consistent with the
elation fit by Johnson et al., 

log 
M break 

M �
= (1 . 07 ± 0 . 10) log 

〈 
 SFR 〉 
M � yr −1 kpc −2 + (6 . 82 ± 0 . 20) , 

(18) 

ut given the extremely broad uncertainty implied by our bimodal
osterior PDF, this is not a particularly strong statement. If the lower
 break turns out to be correct, the resulting value would agree well
ith the Johnson et al. relationship, which in turn would provide
 natural explanation for the small truncation mass: NGC 628 has
 lower star formation rate per unit area, presumably indicative of
 lower interstellar pressure. Notably, Wainer et al. ( 2022 ) find a
ignificant underestimation of the upward bias in the truncated mass
f NGC 628 fitted by Adamo et al. ( 2017 ). Wainer et al.’s revized
runcation mass associated with a larger error bar of approximately
.1 dex, aligns more closely with our fitted truncated mass and wide
ange of uncertainties. 

.3 Implications for cluster disruption 

e find that MID is a better description of the cluster age distribution
han MDD in all regions except for clusters with galactocentric
adii < R 50 , and that disruption is weak at young ages – either
o disruption at all occurs for ≈ 200 Myr and only then becomes
apid ( αT ≈ −1 . 4), or disruption starts from young ages but is
ery mild ( αT ≈ −0 . 3. As with our results for the CMF, it is
nteresting to put this result into the context of previous studies.
s summarized by Krumholz et al. ( 2019a ), the results of these

tudies have tended to depend strongly on the method of cluster
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atalogue construction, with authors who use ‘e xclusiv e’ catalogues 
hat exclude objects that do not have compact, round morphologies 
a v ouring MDD and weak disruption, while those who use ‘inclusive’ 
atalogues without such morphological filters fa v ouring MID and 
ore rapid cluster disruption, αT ≈ −1. This difference arises 

ecause the morphological filters tend to preferentially affect the 
oungest clusters, so applying them flattens the age distribution. 
here is a great deal of debate in the literature, which we shall
ot revisit here, about the extent to which morphological filters 
rtificially remo v e real star clusters from the sample, v ersus the
xtent to which a failure to filter leads to catalogues including large
umbers of unbound associations that were never bound to begin 
ith. 
Because we include LEGUS class 3 sources in our catalogue, 

nd thus are not applying morphological filters, one would naively 
av e e xpected our results to match more closely those coming
rom the inclusive catalogues. However, our actual result – MID 

ut weak disruption, at least at ages below a few hundred Myr
sits partway between the inclusive and exclusive results, and 

his is likely at least in part because our method allows us to
nvestigate significantly older ages than in previous studies. This 
akes us much less sensitive to the young ages where the uncer-

ainty about morphological filtering is most acute. Our statistical 
ignal is not dominated by the small number of clusters with 
ges � 100 Myr, but by the much larger number of clusters at
omewhat older ages, where identification of clusters much less 
mbiguous since at these ages all bound stellar systems are re-
axed. 

It is also interesting to compare our results to those for NGC
28 specifically, for which Adamo et al. ( 2017 ) found MID of
lusters in the inner pointing NGC 628c, but MDD at the outskirts
n pointing NGC 628e. Since we choose to analyse the cluster 
opulation as a whole or divide it by galactocentric radius, rather 
han by pointing, the samples we analyse are not completely identical. 
o we ver, since the clusters belonging to NGC 628c (the inner region)

onstitute the great majority of the population, our model selection 
esult for NGC 628 as a whole is consistent with the findings of
damo et al. There is possibly some tension in the fact that we

a v our MID even when we divide our catalogues by galactocentric
adius, while Adamo et al. find MDD in NGC 628e, but since the
ivisions are not exactly the same we cannot make this statement 
ore quantitati vely. Ho we ver, it does reinforce the point that our
ethod has the advantage that, since we are forward modelling the 

ompleteness in each field, we can easily break up the clusters by
ny criterion of our choice to derive the demographics in different 
arts of the galaxy. 

 SU M M A RY  A N D  C O N C L U S I O N  

e use a no v el method described by Krumholz et al. ( 2019b ) to
erive the demographics of the cluster population of the nearby 
piral galaxy NGC 628 from unresolved photometry measured by the 
EGUS surv e y (Calzetti et al. 2015 ). This method has the advantage
f inte grating div erse observ ational data imaged using dif ferent
lters or depths, without the need for binning or imposing extreme 
ompleteness cuts. As a result, our method allows us to analyse the
oughly 1200 clusters in NGC 628 catalogued by the LEGUS surv e y,
s opposed to the past work that was restricted to include only the
ost massive and youngest ∼ 30 per cent of the population. Our 
ethod also obviates the need to assign a unique mass and age to
 very indi vidual cluster of the population, and therefore a v oids the
nevitable information loss incurred by reducing complex, sometimes 
ultiply peaked posterior probability distributions for individual 
luster masses and ages to single values or even Gaussians. We
alidate the method by comparing the photometric distributions 
hat emerge from our fits to the observed ones and finding good
greement, indicating that our approach can identify models for the 
luster population that reproduce observations. Our analysis results 
n three primary findings. 

First, we use the AIC to compare two classes of parametric models
or the time-evolution of the cluster population, MID and MDD. We
nd that the MID model fits the data better, both for the entire NGC
28 cluster catalogue and for all sub-divisions of it except one; the
xception is if we consider only the half of the catalogue closer
o the galactic centre. We thus conclude that cluster mass and age
istributions are likely at least approximately separable and that the 
isruption time-scales of the clusters have no dependence on the 
luster masses. 

Secondly, we find that CMFs are well described by Schechter 
unctions d N/ d M ∝ M 

αM exp ( −M/M break ), and that there is good
vidence that the mass function at ∼10 5 M � is steeper than the slope
M 

= −2, most commonly found in previous studies. However, we 
re at present unable to determine if the data are better fit by an
ntruncated power law with a steeper slope of αM 

≈ −2 . 2, or by
 shallower slope but a truncation mass M break ≈ 10 4 . 5 M �. The
atter possibility is consistent with the relationship between CMF 

runcation mass and star formation surface density proposed by 
ohnson et al. ( 2017 ) and Wainer et al. ( 2022 ). 

Thirdly, we find that the cluster age distribution in NGC 628
ndicates that cluster disruption is weak at ages up to ≈ 200 Myr; it
ither only begins at such ages and then becomes rapid, or begins
arly but then is very mild, with only a factor of ≈ 2 decrease in
luster number per decade in age (index αT ≈ −0 . 3). In past studies,
he value of αT has pro v en highly sensitiv e to the cluster catalogue
ype used, with studies using inclusive cluster catalogues (those that 
o not include filters based on morphology) generally finding αT ∼
1 while those using e xclusiv e catalogues (which are filtered for
orphology) finding αT ∼ −0 . 3. The significance of our study is

hat even though we are using an inclusive catalogue, we still find
elatively weak disruption at young ages. One possible reason is that
e can use a much larger sample and probe to considerably larger

ges than previous studies such as Adamo et al. ( 2017 ). 
The three conclusions abo v e are derived from our analysis of

ll the clusters in NGC 628 catalogued by LEGUS. Ho we ver,
e also group clusters by galactocentric radius and search for 
ifferences in cluster demographics with radius. We find marginal 
vidence for radial variations, with suggestive hints that inner 
alaxy clusters are subject to more severe disruption than those 
urther out, and that inner galaxy clusters have a mass function
hat is better described by a pure power law while outer galaxy
nes have a mass function that is more strongly truncated. How-
ver, our ability to search for radial variations is limited by the
airly small number of clusters available at larger galactocentric 
adii, since the great majority of the available sample comes 
rom the LEGUS NGC 628c pointing, which targets the galac- 
ic centre. Given the suggestive hints in our analysis, increasing 
he sample of outer-galaxy clusters would be a worthwhile ef- 
ort. 

Looking forward, now that we have demonstrated the performance 
f our pipeline on NGC 628, we will apply it to other cluster
atalogues, both those originating from LEGUS and from other 
tudies. Analysis of a diverse sample of galaxies will allow us to
ompare the demographics of cluster populations in various galactic 
nvironments. This, in turn, opens up the possibility of testing a range
MNRAS 532, 4583–4603 (2024) 
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Figure B1. Same as Fig. 3 , but now also showing luminosity functions 
generated using MIST stellar tracks (purple). The observed (blue) and P ado va 
track fit (red) curves are identical to those shown in Fig. 3 . 
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ith 

p( M) ∝ 

⎧ ⎪ ⎨ 

⎪ ⎩ 

( M/ 10 2 M �) −1 , 10 2 < M/ M � ≤ 10 5 

10 −3 ( M/ 10 5 M �) −2 , 10 5 < M/ M � ≤ 10 7 

0 , otherwise 

p( T ) ∝ 

{ 

T −1 , 10 5 < T / yr < 1 . 5 × 10 10 

0 , otherwise 

 ( A V ) ∝ 

{ 

const , 0 < A V < 3 mag 

0 , otherwise 

his distribution maximizes sampling of clusters with low masses 
nd young ages, where stochastic effects are strongest and thus 
he largest number of samples is needed to fully characterize the 
uminosity distribution. 

The second step is to generate photometric magnitudes for each 
luster. To do so, we run SLUG using the P ado va tracks with TP-
GB stars (Cioni et al. 2006 ), coupled to the ‘starburst99’ treatment
f stellar atmospheres (Leitherer et al. 1999 ). We draw stars from
 Chabrier IMF using SLUG ’s ‘stop nearest’ sampling policy. Full 
xplanations of these choices are provided in Krumholz et al. ( 2015a ),
nd in the SLUG documentation available at https://slug2.readthedoc 
.io/. The SLUG parameter file used to generate the library is available
t https:// bitbucket.org/ janet jianling tang/ legus slug23/ src/ master/ .
his file includes all the necessary inputs and parameters described 
bo v e. The library itself is too large to post, but is available upon
equest to the authors. 

PPEN D IX  B:  T H E  EFFECTS  O F  STELLAR  

R AC K S  

o investigate how the choice of stellar tracks affects our analysis, 
e repeat our fit to the full catalogue, which in the main text we
erform using a library generated from P ado va–AGB stellar tracks 
V ́azquez & Leitherer 2005 ), with a library generated from MIST
tellar tracks (Choi et al. 2016 ). We leave all other aspects of the
rocedure unchanged. We then use the best-fitting results to generate 
D luminosity functions for the MIST models via the procedure 
escribed in Section 4.2.1 , which we compare to the fiducial P ado va
esults and to the observations in Fig. B1 . In this figure, P ado va-AGB
nd observ ed curv es shown here are identical to those shown in Fig. 3 ,
o the only difference is the addition of the MIST model results.
xamining the figure, it is evident that the best-fitting P ado va models

eproduce the observed luminosity functions substantially better than 
he best-fitting MIST models, especially at high luminosity and in 
he redder V and I bands. It is this difference the leads to us adopting
he P ado va–AGB models as our preferred library for the analysis in
he main text. 

If we compare the best-fitting parameter values themselves, we 
nd that, similar to the P ado va fits, the fits using MIST tracks
lso prefer the MID o v er the MDD model. Ho we ver, for MIST,
e find a significantly lower truncation mass, M break ∼ 10 4 M �, and
 shallower mass slope of αM 

∼ −1. These changes combine so 
hat the P ado va and MIST models actually yield relatively little
ifference in the slope of the mass function near M ∼ 10 4 M �, where
he LEGUS catalogue is most complete and sensitive – that is, if we
 v aluate the slope d log p M 

/ d log M at M = 10 4 M �, then we obtain
imilar values close to −2 for both αM 

≈ −2 . 2, M break ≈ 10 5 . 6 M �,
he 50 th percentile values we find for the P ado va models, and for
he αM 

∼ −1, M break ∼ 10 4 M � we obtain from MIST. The fits differ
ainly away from this mass, where sensitivity is limited by small

umber statistics at the massive end and catalogue completeness 
t the low-mass end. The MIST result suggests a mass function that
ecomes relatively flat for masses 
 10 4 M � compared to the P ado va
MF, but that drops off sharply at � 10 4 M � due to its lower break
ass. 

PPENDI X  C :  DI STRI BU TI ON  O F  

X T I N C T I O N S  

s discussed in the main text, in addition to posteriors for our
arameters of interest, our fit also necessarily produces posteriors 
or the distribution of dust extinctions. While this is a nuisance
arameter, it is important for us to verify that the results is reasonable.
e show the 1D marginal posterior PDF of dust extinctions that we

erive for our MID model fit to the full LEGUS catalogue in Fig. C1 .
e see that the results are in reasonable agreement with expectations:

he extinction is small to moderate for most clusters, A V � 1, with a
MNRAS 532, 4583–4603 (2024) 
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Figure D1. Same as Fig. 5 , but showing the U – B versus V – I colour–
colour distributions of the observations and the best-fitting model. The y -axis 
is inverted to align with conventions used in star cluster evolutionary tracks, 
such as fig. 20 of Deger et al. ( 2022 ). 

Figure D2. Same as Fig. 5 , except we show U versus U – B in colour–
magnitude space here. 
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igure C1. Posterior PDF of the distribution of dust extinctions A V . The
olid line shows the 50 th percentile result, and the shaded band shows the 5 th 

o 95 th percentile range. 

inority having higher extinction. We have confirmed that the upturn
n A V is not due to outliers in photometric space. 

We note that uncertainty about the shape of the extinction distri-
 ution does contrib ute to the o v erall uncertainty of our fits, since
he posterior PDFs for all quantities that we care about must be
arginalized o v er the nuisance A V distribution. In particular, as

iscussed in Krumholz et al. ( 2015a ), star clusters can exhibit degen-
racies between mass, age, and extinction, leading to multiple fits of
omparable likelihood with varying sets of physical parameters. In
uch cases, utilizing a full PDF as done in this work, provides more
ealistic estimate of the errors as compared to traditional SED fitting
ethods that return a single best fit with a Gaussian error estimate.
o we ver, there is certainly still room for impro v ement. In particular,
shworth et al. ( 2017 ) have demonstrated that the inclusion of further
hotometric data, particularly narrow-band H α, can help break some
f these degeneracies in forward-modelling techniques. Presumably,
he addition of such data to our population-level fits would also help
educe the uncertainties. 

PPENDIX  D :  A D D I T I O NA L  C O M PA R I S O N S  IN  

HOTOMETRIC  SPAC E  

n addition to the colour–colour and colour–magnitude plots of UV –
 versus U – B and UV – U versus U presented in Section 4.2 , where

he most significant disagreements occur, we also present colour–
agnitude comparisons for all the other bands in Figs D2–D4 and

olour-colour comparison in Fig. D1 . 
NRAS 532, 4583–4603 (2024) 
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Figure D3. Same as Fig. 5 , except we show B versus B – V in colour–
magnitude space here. Figure D4. Same as Fig. 5 , except we show V versus V-I in 

colour–magnitude space here. 
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