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A B S T R A C T 

We use passive gas tracer particles in an AREPO simulation of a dwarf spiral galaxy to relate the Lagrangian evolution of 
star-forming gas parcels and their H 2 molecules to the evolution of their host giant molecular clouds. We find that the median 

chemical lifetime of H 2 is 4 Myr, with an interquartile range between 2 and 9 Myr. This chemical lifetime is independent of the 
lifetime of the host molecular cloud, which may extend up to 90 Myr, with around 50 per cent of star formation occurring in 

longer lived clouds ( > 25 Myr). The rapid ejection of gas from around young massive stars by early stellar feedback is responsible 
for the short H 2 survi v al time, dri ving do wn the density of the surrounding gas, so that its H 2 molecules are dissociated by the 
interstellar radiation field. This ejection of gas from the H 2 -dominated state is balanced by the constant accretion of new gas 
from the galactic environment, constituting a ‘competition model’ for molecular cloud evolution. Gas ejection occurs at a rate 
that is proportional to the molecular cloud mass, so that the cloud lifetime is determined by the accretion rate, which may be 
as high as 4 × 10 

4 M � Myr −1 in the longest lived clouds. Our findings therefore resolve the conflict between observations of 
rapid gas ejection around young massive stars and observations of long-lived molecular clouds in galaxies. We show that the 
fastest-accreting, longest lived, highest mass clouds drive supernova clustering on sub-cloud scales, which in turn is a key driver 
of galactic outflows. 

Key words: ISM: clouds – ISM: evolution – ISM: structure – galaxies: star formation. 
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 I N T RO D U C T I O N  

n recent years, a new, dynamical picture of star formation has 
merged. Numerical simulations of disc galaxies have demonstrated 
hat Lagrangian parcels of gas in the interstellar medium undergo 
onstant and rapid cycles of compression into, and disruption out of,
 high-density ‘star-forming state’ (Semeno v, Kravtso v & Gnedin 
017 , 2018 ; Shin et al. 2022 ). The average time spent by gas in
he star-forming state ( ∼5–15 Myr) is much shorter than the time
pent outside the star-forming state ( � 100 Myr). This picture can
 xplain sev eral of the ke y observ ed attributes of star formation in
isc galaxies. The fact that galaxies convert only a small fraction of
heir gas to stars per galactic rotation (e.g. Kennicutt 1998 ; Wyder
t al. 2009 ; Daddi et al. 2010 ) is consistent with the small fraction of
ime spent by gas in the star-forming state. The observed spread 
f star formation rates (SFRs) at a given molecular gas surface 
ensity found when galaxies are observed at high resolution (Onodera 
t al. 2010 ; Schruba et al. 2011 ), and the relatively poor correlation
etween molecular masses and SFR indicators for clouds in the Milky
ay (Mooney & Solomon 1988 ; Lee, Miville-Desch ̂ enes & Murray

016 ), reflect the fact that any particular parcel of H 2 -rich gas may
ave just started forming stars (in which case its luminosity per unit
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as mass in SFR tracers such as H α or infrared emission will be
ow) or may have just completed a star formation cycle and left the
tar-forming state (in which case the luminosity per unit mass will be
igh). The spatial decorrelation of molecular gas and young stars on
mall scales ( � 100 pc) relative to galactic scales ( ∼1 kpc, Schruba
t al. 2010 ; Kruijssen et al. 2019 ) and the rapidity with which star
lusters become optically revealed (Hollyhead et al. 2015 ; Sokal 
t al. 2016 ) are consistent with the disruption of dense, star-forming
as on short ( < 5 Myr) time-scales by the radiation and thermal
ressure from young, massive stars (pre-supernova stellar feedback). 
inally, the near-proportionality of the SFR surface density � SFR 

nd the molecular gas surface density � H 2 observed on kpc scales
e.g. Wong & Blitz 2002 ; Bigiel et al. 2008 ; Leroy et al. 2013 ) can
lso be explained by a self-regulation process, in which the density
istribution of molecular gas is shaped by the stars it forms (Semenov,
ravtsov & Gnedin 2019 ). 
Ho we ver, the connection between this Lagrangian picture of star

ormation and the properties of observable star-forming regions or 
giant molecular clouds’ remains unclear. Molecular clouds are 
bserved to have a large range of masses, sizes, and densities,
panning o v er two orders of magnitude in Milk y Way-like disc
alaxies (e.g. Sun et al. 2018 ; Colombo et al. 2019 ). These star-
orming regions are not universally destroyed on time-scales of 5–
5 Myr. Both observations (e.g. Scoville & Hersh 1979 ; Engargiola
t al. 2003 ; Blitz et al. 2007 ; Murray 2011 ; Corbelli et al. 2017 )
is is an Open Access article distributed under the terms of the Creative 
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nd simulations (e.g. Dobbs & Pringle 2013 ; Grisdale et al. 2019 ;
effreson et al. 2021a ) show a large range of survival times for giant
olecular clouds, ranging o v er two orders of magnitude, from 1

o > 100 Myr. While short-lived ( ∼10 Myr), low-mass ( ∼10 4 M �)
olecular clouds dominate by number, a substantial fraction of
olecular mass (and thus galactic star formation) resides in the
ost massive ( � 10 6 M �) molecular clouds (e.g. Murray 2011 ;
iville-Desch ̂ enes, Murray & Lee 2017 ; Faesi, Lada & Forbrich

018 ), which tend to live for longer periods of time (e.g. Jeffreson
t al. 2021a ). As such, the mass-weighted molecular cloud lifetime is
ypically up to a factor of 10 longer than the star-forming lifetime of
 Lagrangian gas parcel. We may therefore ask: How do we reconcile
he short Lagrangian star formation time-scale with the long lifetimes
f observable molecular clouds? 
This question is closely related to another unanswered question

n the field of star formation: What is the chemical lifetime of
olecular hydrogen and how does it relate to the molecular cloud

ifetime? Based on observations of massive molecular clouds in the
ow-density interarm regions of spiral galaxies, Scoville & Hersh
 1979 ), Koda et al. ( 2009 ), and Koda, Scoville & Heyer ( 2016 ) argue
hat the survi v al time of hydrogen molecules must be comparable
o the interarm crossing time. Given that the long time-scale for the
ormation of new hydrogen molecules from the low-density, interarm
as prohibits the formation of new massive clouds in these regions,
hese authors argue that high-mass molecular agglomerations must
orm within the spiral arms, then later fragment into smaller (but
till massive) molecular clouds as they transit into the interarm
egions. Ho we ver, this hypothesis is at odds with the short Lagrangian
ifetimes of star-forming gas (Semeno v, Kravtso v & Gnedin 2017 ):
hen cold, dense, star-forming gas parcels are ejected into a warm,
iffuse non-star-forming state by stellar feedback on time-scales of
5–15 Myr, their hydrogen molecules should also be dissociated by

he interstellar radiation field. 
The chemical lifetime of H 2 has important consequences for

nterpreting the observed spatial distribution of young star clusters
nd dense molecular gas, and in particular their decorrelation on
ub-kiloparsec scales (e.g. Blitz et al. 2007 ; Kawamura et al. 2009 ;
chruba et al. 2010 ; Miura et al. 2012 ; Corbelli et al. 2017 ; Kruijssen
t al. 2019 ). If the H 2 survi v al time-scale is short, then the observed
patial decorrelation of young stars and H 2 on sub-kiloparsec scales
mplies that stellar feedback rapidly dissociates molecular gas and
estroys the star-forming gas in its vicinity, providing evidence for
hort lifetimes of star-forming regions. Ho we ver, if the H 2 survi v al
ime-scale is long, the same observations imply that the molecular
as is simply pushed away from young stars, where it can continue
o form new stars. 

In this work, we seek to reconcile the apparent contradiction
etween the Lagrangian and Eulerian views of molecular cloud
ifetime, and to illuminate the relationship of cloud to chemical
ifetimes. We use passive Lagrangian tracer particles in a chemody-
amic simulation of an isolated disc galaxy in the moving-mesh code
REPO to directly compare the star-forming time-scale of Lagrangian
as parcels, the chemical lifetime of molecular hydrogen, and the
ifetimes of giant molecular clouds. We describe our numerical
rescription in Section 2 , and examine the distribution of molecular
ass and star formation among short- and long-lived molecular

louds in Section 3 . We compare our molecular cloud lifetimes to
he Lagrangian star formation time-scale and the molecular hydrogen
urvi v al time in Section 4 , and use this result to develop a simple
icture of molecular cloud evolution in Section 4.3 . In Section 4.4 ,
e also show that the massi ve, long-li ved molecular clouds formed

n this picture account for the clustering of supernova feedback in
NRAS 527, 7093–7110 (2024) 
ur simulation, and are therefore the key drivers of galactic winds.
e discuss our results in the context of the existing literature in

ection 5 , and present our conclusions in Section 6 . 

 SI MULATI ON  O F  A  DWA R F  SPI RAL  G A L A X Y  

ere, we describe our simulation setup and methods. 

.1 Initial conditions 

e simulate a dwarf flocculent spiral galaxy that is analagous in
ts gas and stellar mass distribution to the bulgeless nearby galaxy
GC300. The initial condition includes a dark matter halo at a mass

esolution of 1.254 × 10 7 M �, a stellar disc at a mass resolution of
437 M �, and a gas disc at a mass resolution of 859 M �. The dark
atter halo follows the profile of Navarro, Frenk & White ( 1997 ),
ith a concentration parameter of c = 15.4, a spin parameter of λ =
.04, a mass of 8.3 × 10 10 M �, and a circular velocity of V 200 =
6 km s −1 at the virial radius. The stellar disc is of exponential form,
ith a mass of 1 × 10 9 M �, a scale length of 1.39 kpc, and a scale
eight of 0.28 kpc. The corresponding exponential gas disc extends
eyond the stellar disc, with a mass of 2.2 × 10 9 M � (giving a gas
raction of 68 per cent) and a scale length of 3.44 kpc. 

.2 Hydrodynamics and chemistry 

he initial condition is evolved using the moving-mesh hydrodynam-
cs code AREPO (Springel 2010 ). Within AREPO , the gas dynamics is

odelled on the unstructured moving mesh defined by the Voronoi
esselation about a discrete set of points, which mo v e according
o the local gas velocity. The gravitational acceleration vectors of
he Voronoi gas cells, stellar particles, and dark matter particles are
omputed using a hybrid TreePM gravity solver. 

The temperature and chemical composition of the gas in our
imulation is modelled using the simplified network of hydrogen,
arbon and oxygen chemistry described in Nelson & Langer ( 1997 )
nd in Glo v er & Mac Low ( 2007a , b ), Smith et al. ( 2014 ). The
ractional abundances of the chemical species H, H 2 , H 

+ , He, C 

+ ,
O, O, and e − are computed and tracked for each gas cell, and self-
onsistently coupled to the heating and cooling of the interstellar
edium via the atomic and molecular cooling function of Glo v er

t al. ( 2010 ). The gas equilibrates to a state of thermal balance
etween line-emission cooling and heating due to the photoelectric
mission from polycyclic aromatic hydrocarbons and dust grains,
s they interact with the interstellar radiation field (ISRF) and with
osmic rays. We assign a value of 1.7 Habing fields to the UV
omponent of the ISRF (Mathis, Mezger & Panagia 1983 ), a value
f 3 × 10 −17 s −1 to the cosmic-ray ionization rate (van der Tak &
an Dishoeck 2000 ), and we assume the solar value for the dust-to-
as ratio. We note that this results in a higher metallicity than the
ub-solar value that is observed for NGC300 (Bresolin et al. 2009 ),
ut we demonstrate in Section 3.1 that our simulation nevertheless
roduces a realistic interstellar medium structure, with a realistic
istribution of molecular cloud properties. 
We use the TREECOL algorithm introduced by Clark, Glo v er &

lessen ( 2012 ) to model the dust- and self-shielding of molecular
ydrogen from dissociation by the ISRF. This allows us to accurately
odel the non-equilibrium abundance of molecular hydrogen during

he run-time of the simulation, and so to compute its value for each
as cell as a function of time. 
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.3 Tracer particles 

e introduce passive tracer particles to the simulation following the 
onte Carlo prescription of Genel et al. ( 2013 ), which allows us

o track the Lagrangian mass flow and molecular fraction of gas 
s it mo v es through simulated GMCs, despite the fact that AREPO

s not a Lagrangian code. Via this prescription, tracer particles are 
o v ed along with the gas cells in the simulation, and are exchanged

etween gas cells according to a probability set by the mass flux
etween them. When a gas cell is converted to a star particle, the
racer particles associated with that gas cell are mo v ed to the star
article with a probability set by the ratio of the stellar mass to
he original gas cell mass. Similarly, tracer particles attached to star
articles are transferred back to the gas reservoir according to the 
asses ejected in stellar winds and supernovae. As such, the mass of

racers in the gas and stellar reservoirs remains equal to the masses
f these reservoirs throughout the simulation. 
In this work, we assign one tracer particle to each gas cell in the

nitial condition, which sets an initial mass distribution for the tracer 
articles, equal to the initial mass distribution of gas cells. Since the
ells are not of exactly equal mass initially, this means that the tracers
re not uniform in mass either. Ho we ver, we sho w in Appendix A
hat the distribution of ef fecti ve tracer masses converges to a uniform
alue after after < 100 Myr. We analyse the simulated disc only after
t is in a state of dynamical equilibrium, between simulation times
f 500 and 800 Myr. The ef fecti ve tracer mass during this period is
table at a value of ∼450 M �, corresponding to 1.9 tracer particles
er gas cell. 

Finally, we note that the Monte Carlo nature of the tracer particles
sed in our simulation introduces a degree of non-physical spatial 
if fusi vity, which cannot be impro v ed upon by increasing their
umber relative to the gas cell resolution (see section 3.1 and fig. 6 of
enel et al. 2013 ). That is, the number of tracers does not change the
robability that a given tracer is advected in a particular direction: 
his probability depends only on the mass flux between gas cells and
he initial masses of those gas cells, as in their equations ( 1 )–( 5 ).
espite this, Monte Carlo tracers are still the better option relative 

o velocity field tracers, for grid-based codes (see second paragraph, 
ection 6 of Genel et al. 2013 ). 

.4 Star formation and feedback 

he star formation efficiency εff per free-fall time of the gas in 
ur simulations follows the parametrization of Padoan et al. ( 2017 ).
hese authors conduct high-resolution simulations of turbulent 

ragmentation and find that εff depends on the local virial parameter 
vir of the gas, according to 

ff = 0 . 4 exp ( −1 . 6 α0 . 5 
vir ) . (1) 

o use such a star formation recipe, simulations need a model 
or unresolved turbulent velocity dispersion, σ , to calculate 
vir ∝ σ 2 /( ρL 

2 ). To this end, existing methods in galaxy formation
imulations include explicit dynamic models for sub-grid turbulence 
e.g. Braun & Schmidt 2015 ; Semeno v, Kravtso v & Gnedin 2016 ;
retschmer & Teyssier 2020 ), estimation of σ from the gradients of

esolved gas velocity (e.g. Hopkins, Narayanan & Murray 2013 ), or
alculation of σ o v er some resolv ed scale (e.g. Gensior, Kruijssen &
eller 2020 ). As our simulations do not include a sub-grid model

or turbulence, we follow the prescription of Gensior, Kruijssen & 

eller ( 2020 ). In brief, the scale o v er which αvir is calculated is
omputed using Sobolev approximation: L = |〈 ρg 〉 / 〈∇ρg 〉| , where
∇ρg 〉 is the cubic spline kernel-weighted average of the gas volume 
ensity gradient, with respect to the radial distance from the central
as cell. The smoothing length of the cubic spline kernel is chosen to
nclose the 32 nearest-neighbour cells. We refer the reader to Gensior, 
ruijssen & Keller ( 2020 ) for a more detailed explanation. The SFR
olume density of each gas cell in the simulation is therefore given by 

d ρ∗,i 

d t 
= 

{ εff ρi 

t ff ,i 
, ρi ≥ ρthresh and T i ≤ T thresh 

0 , ρi < ρthresh or T i > T thresh 
, (2) 

here t ff ,i = 

√ 

3 π/ (32 Gρi ) is the local free-fall time-scale for the 
as cell i with a mass volume density of ρ i , and εff is given by
quation ( 1 ). 

We set a lower limit of ρ thresh / m H μ = 100 cm 

−3 on the volume
ensity of hydrogen atoms abo v e which star formation is allowed to
ccur, as well as an upper limit of T thresh = 100 K on the temperature;
ere μ ≈ 1.4 is the mean mass per H atom. The value of ρ thresh is the
ensity of Jeans-unstable (collapsing) gas at our mass resolution of 
59 M � and at the temperature of ∼30 K reached by the molecular
as in our simulation. For a spherical gas cell, the radius associated
ith this density threshold is 3 pc, and so we employ the adaptive
ravitational softening scheme in AREPO with a minimum softening 
ength of 3 pc and a gradation of 1.5 times the Voronoi gas cell
iameter. We set the softening length of the stellar particles to
he same value, and choose a softening length of 280 pc for the
ark matter particles, according to the convergence tests presented 
n Power et al. ( 2003 ). Because our simulations resolve the gas–
isc scale height and the Toomre mass at all scales, the adaptive
ravitational softening avoids the majority of artificial fragmentation 
t scales larger than the Jeans length (Nelson 2006 ), as discussed in
reater detail in Jeffreson et al. ( 2020 ) and in Appendix C . 
The stellar feedback in our simulation is modelled via injection 

f energy and momentum by supernovae and pre-supernova H II 

egions. To compute the number of supernovae generated by each star
article formed during the simulation, we assign a stellar population 
rawn stochastically from a Chabrier ( 2003 ) initial stellar mass
unction, using the Stochastically Lighting Up Galaxies (SLUG) 
tellar population synthesis model (da Silva, Fumagalli & Krumholz 
012 , 2014 ; Krumholz et al. 2015 ). Within SLUG, the resulting
tellar populations are evolved along Padova solar metallicity tracks 
Fagotto et al. 1994a , b ; V ́azquez & Leitherer 2005 ) during run-time,
sing STARBURST99 -like spectral synthesis (Leitherer et al. 1999 ). 
his modelling provides the number of supernovae N ∗, SN generated 
y each star particle during each simulation time-step, as well as the
onizing luminosity of the cluster and the mass 	 m ∗ it has ejected. 

We use the values of N ∗, SN and 	 m ∗ for each star particle to
ompute the momentum and thermal energy injected by supernova 
xplosions at each time-step. In the case of N ∗, SN = 0, we assume
hat all mass-loss results from stellar winds. In the case of N ∗, SN >

, we assume that all mass-loss results from supernova explosions, 
nd we model the corresponding kinetic and thermal energy injection 
ue to the e xpanding blast-wav e. At our mass resolution of 859 M �
er gas cell, the energy-conserving/momentum-generating phase of 
uperno va blast-wav e e xpansion is unresolv ed, and so we follow the
rescription introduced by Kimm & Cen ( 2014 ): we explicitly inject
he terminal momentum of the blast-wave into the set of gas cells k
hat share faces with the nearest-neighbour cell to the star particle.

e use the unclustered parametrization of the terminal momentum 

erived from the high-resolution simulations of Gentry et al. ( 2017 ),
hich is given by 

p t,k 

M � km s −1 = 4 . 249 × 10 5 N ∗, SN 

( n k 

cm 

−3 

)−0 . 06 
, (3) 
MNRAS 527, 7093–7110 (2024) 
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M

Figure 1. Column density maps of the total ( � gas , left-hand panel), atomic ( � H I , centre left-hand panel), total molecular ( � H 2 , centre right-hand panel), and 
CO-luminous molecular ( � H 2 , CO right-hand panel) gas distribution for the simulated dwarf spiral galaxy, viewed perpendicular to (top panels) and across (lower 
panels) the galactic mid-plane, at a simulation time of 800 Myr. 

w  

c  

m  

J
 

a  

a  

t  

m  

a  

o  

i  

m  

w  

t  

S  

t  

a  

t  

g  

n

3

H  

g  

a  

g

3

F  

a  

p  

v  

o  

c  

r  

i  

s  

t  

a  

t
 

s  

n  

e  

s  

s  

t  

f  

s  

s  

d  

g  

T  

g  

b  

K  

p
 

s  

p  

�  

<  

g  

b  

d  

o  

v  

t  

s  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/527/3/7093/7424987 by C
alifornia D

igital Library user on 11 January 2024
ith an upper limit imposed by the condition of kinetic energy
onservation, as the shell sweeps through the gas cells k . The
omentum is distributed among the facing cells as described in

effreson et al. ( 2021b ). 
The pre-supernova feedback from H II regions is implemented

ccording to the model of Jeffreson et al. ( 2021b ). This model
ccounts for the momentum injected by both radiation pressure and
he ‘rocket effect’, whereby warm ionized gas is ejected from cold
olecular clouds, following the analytic work of Matzner ( 2002 )

nd Krumholz & Matzner ( 2009 ). Momentum is injected for groups
f star particles with o v erlapping ionization-front radii, which are
dentified using a Friends-of-Friends grouping prescription. The

omentum is received by the gas cell closest to the luminosity-
eighted centre of the Friends-of-Friends group, and is distributed

o the set of adjoining neighbour cells. The gas cells inside the
tr ̈omgren radii of each Friends-of-Friends group are heated to a

emperature of 7000 K, and are held abo v e this temperature floor for
s long as they receive ionizing photons from the group. In contrast
o Jeffreson et al. ( 2021b ), we also explicitly and fully ionize the
as inside these Str ̈omgren radii, rather than relying on the chemical
etwork to do so. 

 PROPERTIES  O F  T H E  SIMULATED  G A L A X Y  

ere, we compute the key observable properties of our simulated
alaxy and its interstellar medium, and demonstrate that their values
re close to those obtained via direct observations in comparable
alactic environments. 

.1 Gas morphology and global interstellar medium structure 

ig. 1 shows the spatial distribution of the total (left-hand panel),
tomic (centre left-hand panel), total molecular (centre right-hand
anel) and CO-luminous molecular (right-hand panel) gas reser-
oirs at face-on and edge-on viewing angles, at a simulation time
f 800 Myr. The atomic and total molecular gas abundances are
NRAS 527, 7093–7110 (2024) 
omputed within our simplified chemical network during simulation
un-time, as described in Section 2 . To partition the molecular gas
nto its CO-luminous and CO-dark components, we post-process our
imulation outputs using the DESPOTIC astrochemistry and radiative
ransfer model (Krumholz 2013 , 2014 ), as described in Appendix B ,
nd delineate CO-dark from CO-bright material using a threshold
hat we detail below. 

The qualitative structure of the CO-bright interstellar medium is
imilar to that observed by Faesi, Lada & Forbrich ( 2018 ) in the
earby dwarf spiral galaxy NGC300, displayed in fig. 1 of Kruijssen
t al. ( 2019 ). In Fig. 2 , we quantify the agreement between the
tructure of our simulated interstellar medium and the observed inter-
tellar medium in NGC300, showing that the simulation reproduces
he observed spatial decorrelation between regions of recent star
ormation (traced by young stars) and regions of high molecular gas
urface density (traced by CO emission). To this end, we use the
o-called ‘tuning fork diagram’ that quantifies the relative bias of
epletion time measured in the apertures centred either on dense
as or young stars (e.g. Schruba et al. 2010 ; Kruijssen et al. 2019 ).
he relative excess of dense gas or young stars in apertures of a
iven size ( x -axis) results in the upper (blue) and lower (green)
ranches, respecti vely. The v alues calculated from observations by
ruijssen et al. ( 2019 ) are given by the thin lines and open data
oints. 
We calculate the dense gas and young stellar branches for our

imulation as outlined in Semeno v, Kravtso v & Gnedin ( 2021 ). In
articular, we use molecular gas with a surface density of � H 2 , CO >

 H 2 , CO , min = 13 M � pc −2 and a line-of-sight velocity dispersion of
 1 km s −1 × � H 2 , CO /� H 2 , CO , min as a proxy for the dense CO-bright

as; here, � H 2 , CO is the H 2 surface density that would be inferred
ased on the computed CO luminosity, rather than the true H 2 surface
ensity. We define this quantity precisely in Appendix B . The line-
f-sight velocity dispersion is computed as the CO-weighted mean
elocity dispersion of the Voronoi gas cells along rays perpendicular
o the galactic mid-plane. We assume that the H α signal in young
tar-forming regions is produced by star particles with ages 2–5 Myr.
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Figure 2. Our simulated dwarf spiral galaxy reproduces the spatial decor- 
relation observed for NGC300 between young stars and dense gas on the 
scales of molecular clouds – the so-called ‘tuning fork diagram’ (Kruijssen 
et al. 2019 , thin lines with markers). The branches of the tuning fork show 

the average bias of gas depletion times measured in the apertures of a given 
size ( x -axis) placed on the peaks of dense gas (top branch) or young stars 
(lower branch). To quantify the snapshot-to-snapshot variation of the tuning 
fork in our simulation, the thick solid lines show medians and the shaded 
regions show 16–84 and 2.5–97.5 inter percentile ranges. The diagram is 
computed o v er the range of galactocentric radii of R = 2–6 kpc (see the text for 
details). 
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Figure 3. Our simulated dwarf spiral galaxy is similar to NGC300 in its gas 
and stellar surface densities and gas depletion times. Upper panel: molecular 
and atomic gas depletion times as a function of galactocentric radius (solid 
lines), measured within annuli of width 500 pc. Thin lines show the values 
measured for NGC300 by Kruijssen et al. ( 2019 ). Lower panel: stellar, 
molecular, and atomic gas surface densities as a function of galactocentric 
radius, measured within the same annuli. Thin lines show the values measured 
for NGC300 by Kruijssen et al. ( 2019 ) and by Westmeier, Braun & Koribalski 
( 2011 ). 
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he shaded regions show the 1 σ and 2 σ spread of values for our
imulated interstellar medium between simulation times of 500 and 
00 Myr. 
The convergence, on large scales, of the upper and lower branches 

n Fig. 2 is a general property of star-forming galaxies (e.g. Kim
t al. 2022 ), indicating the tight correlation between dense gas and
oung stars that is manifested in the near-linear relation between 
he molecular gas density and the star formation density observed in 
ormal (non-starb urst) star -forming galaxies on > kiloparsec scales 
e.g. Wong & Blitz 2002 ; Bigiel et al. 2008 ; Leroy et al. 2013 ). On
mall scales, the branches diverge, as dense, CO-emitting gas and 
onized, H α-emitting gas become spatially decorrelated. 

The precise shape of the branches in Fig. 2 is sensitive to the
odelling of star formation and stellar feedback used in the numerical 

imulation (Fujimoto et al. 2019 ; Semeno v, Kravtso v & Gnedin
021 ). The agreement of this shape with the relation computed 
rom observational data by Kruijssen et al. ( 2019 ) indicates that
ur models produce a reasonable interstellar medium structure for 
alactocentric radii of R = 2–6 kpc. The inner 2 kpc of the simulation
isplays a stronger correlation (narrower branch opening) than is 
omputed by Kruijssen et al. ( 2019 ). Although this is likely due
o the existence of several high-mass molecular clouds in this 
egion, which are removed (‘masked’) in their analysis, we exercise 
aution and exclude the region R < 2 kpc from our subsequent
nalysis, as we cannot verify its agreement with the observational 
ata. 
For the remaining galactocentric radii R > 2 kpc, we demonstrate 

n Fig. 3 that our simulated dwarf spiral galaxy is similar in its atomic
nd molecular depletion times (upper panel) and its gas and stellar
urface densities (lower panel) to NGC300. The simulated values 
re given by the bold lines, while the corresponding observed values 
rom Westmeier, Braun & Koribalski ( 2011 ) and Kruijssen et al.
 2019 ) are given by the thin lines. 
.2 The CO-bright molecular cloud population 

.2.1 Identification 

n this work, we identify CO-bright, observable clouds using 
socontours of value log ( � H 2 , CO / M �pc −2 ) = −1 . 5 on the surface 
ensity � H 2 , CO of CO-bright molecular hydrogen perpendicular to 
he galactic mid-plane, shown in dark pink in Fig. 4 . This threshold
orresponds to the natural break in the distribution of � H 2 , CO 

roduced by our chemical post-processing, which is described in 
etail in Appendix B . At surface densities higher than the threshold,
as cells contain at least some shielded, CO-dominated gas. At lower
ensities, CO exists only as a uniformly mixed, unshielded, low- 
bundance component. 

The yellow contours in Fig. 4 enclose regions with a projected
 2 abundance of � H 2 /� gas > 0 . 3, accounting for 70 per cent of the

otal H 2 in the simulation, including CO-dark H 2 . We find that the
ajority of star formation (78 per cent) occurs in the CO-luminous
 2 , despite the fact that this gas reservoir accounts for only 26 per cent
f the galactic molecular hydrogen mass. In what follows, we will
herefore focus on the CO-luminous giant molecular clouds. We note 
hat 99 per cent of the gas tracer particles occupying the CO-luminous
tate inside the pink contours of Fig. 4 have previously resided in the
O-dark, H 2 -rich state denoted by the yellow contours. That is, the
as in our simulation almost al w ays enters CO-luminous clouds by
ay of the CO-dark envelope. 
MNRAS 527, 7093–7110 (2024) 
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M

Figure 4. Thresholds for the identification of CO-luminous giant molecular 
clouds (pink isocontours) and their CO-dark envelopes down to a fractional 
projected abundance of 0.3 (yellow isocontours). The upper panel shows the 
CO-luminous molecular hydrogen column density (pink) and the lower panel 
shows the total molecular hydrogen column density (blue–yellow). 
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.2.2 Observational checks 

n important check for the applicability of our simulation to the
eal Universe is whether the simulated population of CO-bright
olecular clouds has similar properties to the observed population in
 dwarf spiral galaxy. In Fig. 5 , we compare the instantaneous mass
istribution (left-hand panel) and size distribution (centre panel)
f our simulated molecular clouds across all simulation times to
he population of resolved clouds in the inner disc ( R � 3 kpc) of
GC300 (Faesi, Lada & Forbrich 2018 ) and in the outer regions

 R � 2 kpc) of M33 (Gratier et al. 2012 ). We divide the simulated
loud population into four mass bins, to highlight the correspondence
etween the cloud mass, surface density and velocity dispersion. 

We see that the slope of the simulated cloud mass distribution
grees well with the observed slope of β = 2 ± 0.1 in the outer
egions of M33, but is significantly steeper than the corresponding
lope in NGC300. It does not display a truncation at high masses, as
een for NGC300 (not shown in the figure). Given that our simulated
loud population is made up of clouds at R > 2 kpc, we would expect
hat our results are more closely comparable to the M33 sample. Note,
o we ver, that such a comparison should be interpreted with caution,
iven the sensitivity of the mass function slope to the method of cloud
NRAS 527, 7093–7110 (2024) 
dentification used (Pineda, Rosolowsky & Goodman 2009 ; Hughes
t al. 2013 ; Rosolowsky et al. 2021 ). Nevertheless, we note that the
istribution of masses for the molecular clouds in our simulation is
n reasonable agreement with observed values. 

Comparing the coloured contours to the coloured lines in the right-
and panel, we see that the cloud population generally follows a line
f constant virial parameter, as seen in the observations of resolved
louds in NGC300 (black data points, Faesi, Lada & Forbrich 2018 ).
igher mass clouds are closer to virial equilibrium on average, with
igher levels of gravitational boundedness. 

.2.3 Tracking and evolution 

e track the temporal evolution of the simulated molecular cloud
opulation via the algorithm described in Jeffreson et al. ( 2021a ). In
rief, the position of the two-dimensional isocontour enclosing a star-
orming region at simulation time t is projected forward by the time-
tep 	 t = 1 Myr of our simulation output, using the velocities of the
as cells in the region. A pair of star-forming regions is temporally
inked as parent and child if there exists any overlap between the
rojected contour of the parent at time t and the contour outlining
he child at time t + 	 t . 

Via this tracking procedure, we produce the cloud evolution
etwork for the entire simulation, composed of ∼8000 complete,
ndependent segments between simulation times of t = 500 and
00 Myr, and between galactocentric radii of R = 2 and 6 kpc. These
egments correspond to time-evolving molecular clouds, which we
se in the analysis presented in Section 4 . The lifetimes of these
louds are calculated as the end-to-end time between the formation of
he first parent cloud and the destruction of the last child, accounting
or all cloud mergers and splits, as shown in Fig. 6 . 

 RESULTS  

n this section, we combine our analysis of the molecular cloud net-
ork with results derived from the tracer particles in our simulation

o study the formation and destruction of H 2 molecules within CO-
right molecular clouds, as a function of the cloud mass and cloud
ifetime. We begin with the distribution of masses and lifetimes
erived from the tracking of Eulerian clouds in Section 4.1 , turn
o the results from the tracer particles in Section 4.2 , and combine
he two viewpoints in Section 4.3 . In Section 4.4 , we discuss the
mpact of the Eulerian cloud mass distribution on the clustering of
upernovae. 

.1 The Eulerian view: long-li v ed clouds 

n the upper panel of Fig. 7 , we show the cumulative probability
istribution of CO-bright molecular clouds in our simulation, as a
unction of their lifetimes. In the second panel, we show the corre-
ponding cumulative fraction of the galactic H 2 reservoir (orange)
nd SFR (purple) that is accounted for by these clouds. We see that
alf of the star formation occurring in CO-bright molecular clouds
40 per cent of the galactic total) is accounted for by molecular clouds
hat live longer than 25 Myr, despite the fact that the most-common
ifetime for molecular clouds, by number, is ∼3 Myr. Clouds with
ifetimes > 25 Myr contain half the total CO-luminous H 2 mass in
he galaxy. 

In the third panel of Fig. 7 , we demonstrate that molecular cloud
ifetime is tightly correlated and monotonically increasing with
he peak cloud mass achieved throughout this lifetime. We will
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Figure 5. Left-hand panel: mass distribution of CO-bright molecular clouds in our simulation, divided into four mass bins. The solid black line gives the 
observ ed power-la w slope d N /d M ∝ M 

−β , β = 1.76 ± 0.07 found by Faesi, Lada & Forbrich ( 2018 ) in NGC300. The dotted black line gives the power-law 

slope β = 2 ± 0.1 found by Gratier et al. ( 2012 ) in M33. Centre panel: size distribution of CO-bright molecular clouds in our simulation, divided into the 
same four mass bins. Right-hand panel: molecular gas line-of-sight velocity dispersion as a function of the molecular gas surface density for the CO-luminous 
molecular clouds. The solid lines indicate virial parameters of αvir = 2 for spherical beam-filling clouds at the mean region size for each mass bin. Black data 
points and error bars represent the resolved GMC sample of Faesi, Lada & Forbrich ( 2018 ) in NGC300. 

Figure 6. The lifecycle of a single simulated molecular cloud with a lifetime 
of 10 Myr. The actual evolution of the H 2 surface density as it mo v es across 
the galaxy is shown in the upper panel. Both the CO-bright and CO-dark H 2 

are shown. This region undergoes a split and re-merger 4 Myr after its birth. 
Black filled circles correspond to time-steps during which the GMC forms no 
stars (SFR = 0), and grey filled circles to times during which the GMC forms 
stars (SFR > 0). The corresponding section of the cloud evolution network 
is shown in the lower half of the figure. 
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1 For particles that have multiple episodes of x H 2 > 0 . 5 with a period of 
x H 2 < 0 . 5 between them, we take the molecular cloud lifetime for the H 2 - 
poor phase to be the lifetime of the molecular cloud through which the particle 
passed during the preceding H 2 -rich phase. Essentially no tracer particles pass 
through two different CO-bright molecular clouds during a single cycle of 
having x H 2 > 0 . 5 and < 0.5. 
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iscuss this proportionality in detail in Section 4.3 , but for now we
imply note that ‘long-lived’ molecular clouds are synonymous with 
massive’ clouds. Therefore, a substantial fraction of the CO-bright 
olecular gas in our dwarf spiral galaxy simulation is contained in 

louds that are both massive and long-lived. 
Finally, in the lower panel of Fig. 7 , we show the number of

racer particles that transit through each simulated molecular cloud. 
hese are the populations of tracer particles that we will analyse in
ections 4.2 and 4.3 . We see that even in the lowest mass, shortest-

ived GMCs studied, the median number of tracer particles per 
loud is ∼100. Additionally, we study only the a verage beha viour of
arge groups of GMCs in this work, such that the minimum tracer
opulation size analysed is 3000 (see Fig. 9 ). This is a sufficient
umber to ensure that the average behaviour of the tracer particles
nalysed is not dominated by the Poisson noise associated with their
robabilistic advection. 

.2 The Lagrangian view: short-li v ed H 2 molecules 

e now examine the chemical survi v al time of molecular hydrogen
n CO-bright molecular clouds, by tracking the H 2 abundance of 
agrangian gas parcels (tracer particles) as they transit through these 
louds. We consider a gas parcel to have passed through a cloud if it
o v es within the isocontour defining its edge at any time. We show

he time-evolution of the H 2 mass fraction x H 2 = ρH 2 /ρgas for the
ollection of gas parcels transiting through a single example cloud 
n Fig. 8 . We omit tracer particles that remain at molecular hydrogen
bundances below x H 2 = 10 −5 throughout the simulation run-time 
rom our analysis; this cut excludes those tracer particles that are
ar from the galactic mid-plane but appear inside the isocontour in
rojection. 
As the plot sho ws, indi vidual fluid elements experience a wide

ange of variations in x H 2 , with man y e xperiencing rapid fluctuations
n the H 2 abundance, particularly as the cloud is disrupted. To
uantify this behaviour, for each tracer particle that passes through 
 CO-bright molecular cloud, we identify all the contiguous time 
eriods for which it has x H 2 < 0 . 5 and > 0.5. We record the duration
f each time period, the median (in time) value of x H 2 during each
ime period, and the lifetime of the CO-bright cloud through which
he tracer particle has passed. 1 In the left- and right-hand panels of
MNRAS 527, 7093–7110 (2024) 
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Figure 7. Upper panel: cumulative probability distribution of the molecular 
cloud lifetime by number. Second panel: time-av eraged cumulativ e fraction 
of the total galactic molecular mass (orange) and SFR (purple) accounted 
for by CO-bright clouds, as a function of their lifetime. The solid lines 
denote the time-averaged median values, while the shaded regions denote the 
corresponding interquartile ranges. The normalization of the CDFs reflects 
the fact that CO-dark gas accounts for 22 per cent of star formation and 
74 per cent of galactic H 2 (see Section 3.2.1 ). The orange and purple dashed 
vertical lines represent the corresponding weighted median cloud lifetimes 
(clouds abo v e/below this lifetime account for 50 per cent of the H 2 mass or 
galactic SFR, respectively). Third panel: Median and interquartile range of 
the GMC peak mass, as a function of the cloud lifetime. Grey circles represent 
the values for individual GMCs. Lower panel: median and interquartile range 
of the total number of tracer particles that transits through each GMC, as a 
function of the cloud lifetime. 
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ig. 9 , we plot the median x H 2 versus duration, with points colour-
oded by molecular cloud lifetimes; the left-panel shows intervals
f x H 2 > 0 . 5, while the right shows x H 2 < 0 . 5. The plot shows that
as rapidly cycles in and out of an H 2 -dominated state ( x H 2 > 0 . 5),
n qualitative agreement with Semeno v, Kravtso v & Gnedin ( 2017 ).
he time spent by gas parcels in the H 2 -rich state is short, ranging

rom 1 to ∼20 Myr with a median value of 4 Myr. The median
bundance of molecular hydrogen o v er the duration of each cycle is
.63. Crucially, the distributions of H 2 molecule lifetimes and x H 2 
alues are almost identical between the samples of molecular clouds
NRAS 527, 7093–7110 (2024) 
ith different lifetimes (different colours). Thus, we conclude that
ndependent of the lifetime of the host molecular cloud, the chemical
urvi v al time of H 2 molecules is about 4 Myr, subject to the accuracy
f our chemical model, which we discuss in detail in Section 5.2 . 
The right-hand panel of Fig. 9 shows that the time spent by gas

arcels in the H 2 -poor state ( x H 2 < 0 . 5) is correlated with the lifetime
f the host molecular cloud, albeit weakly. Gas parcels ejected from
igher mass, longer lived clouds (yellow) return to the H 2 -dominated
tate after shorter periods of time, and retain higher median H 2 

bundances, than those associated with shorter li ved, lo wer mass
louds (purple). That is, H 2 is not as efficiently or quickly dissociated
n higher mass molecular clouds. Gas parcels ejected from these
louds are more likely to become ‘trapped’, and cycle back to an H 2 -
ominated state multiple times: the typical number of cycles for tracer
articles transiting through clouds of lifetime < 25 Myr is 1, but for
egions of lifetime > 25 Myr, the number of cycles is between 2 and 4.

In Fig. 10 , we compare the entire (unweighted) distribution of
MC lifetimes (purple, left-hand panel) to the entire distribution of
 2 -dominated periods for the tracer particles passing through these
MCs (orange, left-hand panel). The o v erall median values of each
istribution are given by the thin-dashed lines, and the corresponding
edian lifetimes and time-scales, as a function of the peak mass

eached during each GMC lifetime, are shown in the right-hand
anel. We see that for GMCs with lifetimes � 10 Myr, the cloud
ifetime distribution closely matches the chemical survi v al time of
 2 : The GMCs are dispersed during the first period of H 2 destruction.
hese lo w-mass, short-li ved clouds dominate the GMC population
y number, as indicated by the median cloud lifetime of ∼3 Myr
dashed purple line). By contrast, GMCs that reach masses of �
 × 10 4 M � survive longer than their constituent H 2 molecules: up to
90 Myr, relative to a median H 2 destruction time of 4 Myr. These

igher mass, longer lived clouds dominate the GMC population by
ass, accounting for 65 per cent of the molecular mass of the cloud

opulation (recall Fig. 7 ). 
In Fig. 11 , we demonstrate that the ejection of gas from the H 2 -

ominated state is driven by early stellar feedback. To construct this
gure, we tag every Lagrangian tracer particle that lies within 10 pc of
 star particle at the moment of its formation. For each tagged tracer,
e also identify the lifetime of the GMC within which that tracer

esides. On the left-hand side of Fig. 11 , we plot the time-evolution of
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Figure 9. The time spent by gas tracer particles in the H 2 -rich ( x H 2 ≥ 0 . 5; left-hand panel) and H 2 -poor ( x H 2 < 0 . 5; right-hand panel) phases, for tracer particles 
that transit through CO-bright molecular clouds. The transparent data points give the values for 1/5000th of the cycles undergone by tracer particles (each data point 
represents a tracer particle), while the solid data points and lines give the median values and interquartile ranges along each axis, computed in bins of molecular 
cloud lifetime as indicated by the colours of the solid points. All points are coloured according to the lifetime of the cloud through which the tracer particle 
transits. The time-scales spent in the H 2 -poor state are strictly lower limits, as 60 per cent of the values at the beginning or end of the simulation window at t = 

500 or 800 Myr, and so are truncated. The smallest tracer particle population averaged in this figure (lowest cloud lifetime, in purple) is 3.0 × 10 3 tracer particles. 

Figure 10. Lower panel: the entire normalized distribution of simulated 
GMC lifetimes (purple), relative to the entire normalized distribution of time 
intervals spent by gas tracer particles in the H 2 -rich phase (orange), as they 
transit through these GMCs. The median of each distribution is given by the 
thin dashed lines. Top panel: the corresponding median GMC lifetimes and 
tracer time-scales, plotted as a function of the peak cloud mass. 
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he H 2 fraction, total gas density, and distance from the star for each
f these tracers, terminating each line at the time of the star particle’s
rst supernova. The thin lines in the figure correspond to the histories
f individual tracers, and the thick lines to median values we obtain
y binning the tracers by molecular cloud lifetime. Although the 
ariation of individual tracks is large, we see that on average gas
s efficiently ejected from the H 2 -dominated state by pre-supernova 
eedback on time-scales between 2 and 5 Myr. The gas is pushed
ut to a distance of ∼80 pc and down to a density of between 1 and
0 cm 

−3 (close to the bulk mean density of hydrogen in the interstellar
edium), where its H 2 is dissociated by the interstellar radiation 
eld. Ho we ver, the ef ficiency of this ejection is a strong function of
olecular cloud lifetime: gas parcels in higher mass, longer lived 
olecular clouds start at higher densities and H 2 fractions, and after

tar formation they retain higher density and H 2 abundance out to
arger distances from the newly formed star particle. 

On the right-hand side of Fig. 11 , we show the further time-
volution of these same Lagrangian tracers, but starting at the 
nstant of the first supernova. The plot demonstrates that the role
f supernova feedback in destroying H 2 is secondary to that of pre-
upernova feedback. By the time that stars explode as supernovae, 
he surrounding gas is already relatively H 2 -poor ( x H 2 < 0 . 5) and
lose to the mean density of the bulk interstellar medium ( ∼1cm 

−3 ).
he main (partial) exception to this is in the most massive and

ongest-lived clouds, where supernovae do further decrease the H 2 

raction. Ho we ver, e ven for these clouds, the mean H 2 fraction is
elow 50 per cent by the time the first supernovae occur. 
The increased difficulty of destroying H 2 molecules in higher 
ass/long-lived molecular clouds by pre-supernova feedback results 

n an increase in the integrated star formation efficiency with cloud
ass and lifetime. In Fig. 12 , we calculate the efficiency as the frac-

ion of tracer particles that are transferred from the gas to star particles
s they transit through molecular clouds, and find an increase from ∼1
o ∼4 per cent for an increase in cloud lifetime from ∼10 to ∼90 Myr.
he horizontal dashed line represents the median integrated star 

ormation efficiency for the entire CO-luminous gas reservoir. This 
MNRAS 527, 7093–7110 (2024) 
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Figure 11. The behaviour of gas parcels (tracer particles) around all young star particles in our simulation. The colourbar corresponds to the lifetime of the host 
molecular cloud. Thin lines show the median values for the gas tracer particles that are located within 10 pc of a star particle at the instant of its formation, while 
thick lines show the medians across this population, computed in bins of molecular cloud lifetime. The left-hand column shows the time evolution starting at 
the instant of star formation, while the right-hand column shows the time evolution starting from the moment when the star particle produces its first supernova. 
We see that early, pre-supernova feedback (left-hand column) ionizes and drives the gas away from young stars on time-scales between 2 and 5 Myr across all 
molecular clouds, with the ejection being slightly slower in the longer lived, higher mass re gions. Superno vae (right-hand column) generally occur when the gas 
has already been expelled from an H 2 -rich state. The smallest tracer particle population averaged in this figure (lowest cloud lifetime, in purple) is 1.7 × 10 4 

tracer particles. 
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orresponds to the star formation efficiency associated with the most
ommon cloud lifetime of ∼10 Myr, as reported in Fig. 7 . 

Interestingly, Fig. 12 shows that the lifetimes of molecular regions,
 GMC , correlate near-linearly with their integrated SFE, εint . Such a
orrelation might explain the near-linear correlation between � H 2 
nd �̇ � observed on � kiloparsec scales in normal (non-starburst)
alaxies. The depletion time of molecular gas can be expressed
s τH 2 ≡ � H 2 / ̇� � ∼ t GMC /εint , and therefore, if εint scales only
ith t GMC then τH 2 will be constant, i.e. � H 2 ∝ �̇ � independent
f kiloparsec-scale environment (see Semeno v, Kravtso v & Gnedin
NRAS 527, 7093–7110 (2024) 
019 , for more detail). Indeed, we find that in the region where we
pply our analysis, τH 2 is close to constant (see Fig. 3 ). 

.3 Reconciling the views: molecular cloud evolution driven by 
he competition between accretion and ejection 

e have shown in Section 4.1 that CO-bright molecular clouds are
elati vely long-li ved. By contrast, in Section 4.2 , we have shown that
heir constituent H 2 molecules are very short-lived. In Fig. 13 , we
ho w ho w these two results can be reconciled. 
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Figure 12. Integrated star formation efficiency over the lifetime of a CO- 
bright molecular cloud, as a function of its lifetime. The black data points 
and error bars correspond to the median values and interquartile ranges in 
each lifetime interval. The horizontal dashed line gives the total stellar mass 
produced in all clouds, divided by the total mass of all clouds, which is equal 
to the total SFE within the simulation. The transparent data points correspond 
to the values for individual molecular clouds, coloured by the peak mass they 
attain during their lifetimes. 
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In panel (a), we explicitly show the mass evolution of all molecular
louds in our simulation, as a function of time. To aid visualization,
e divide the clouds into five bins of lifetime, indicated by colour.
he median values at each time are given by the solid lines and the
haded regions indicate the corresponding interquartile ranges. In 
greement with the trend shown in Fig. 7 , longer lived molecular
louds achieve higher peak masses. The mass evolution of the 
olecular clouds in the simulation is remarkably symmetrical. All 

louds begin and finish at the same mass, which is determined by the
nset of ef fecti ve H 2 self- and dust-shielding at our mass resolution
f 859 M �. The clouds increase in mass for the first half of their
ives, and decrease in mass for the second half. 

In panel (b) of Fig. 13 , we demonstrate that the mass evolution of
he molecular clouds can be described by the competing accretion 
nd ejection of gas into and out of a state of high H 2 abundance. The
olid lines show the median mass of Lagrangian gas parcels (tracer 
articles) entering the H 2 -dominated state per unit time per molecular 
loud; the dashed lines show the total mass exiting this state per unit
ime. The masses of the molecular clouds (upper panel) switch from
ncreasing to decreasing when the rate of mass ejection crosses abo v e
he rate of mass accretion. From mass conserv ation, the e volution of
loud masses can be described by the simple formula 

( t) = 

∫ t 

0 
d t ′ 

[
Ṁ accr ( t 

′ ) − Ṁ ej ( t 
′ ) 
]
, (4) 

here M ( t ) is the instantaneous mass of the cloud, and Ṁ accr and
˙
 ej are the instantaneous rates of H 2 mass accretion and ejection, 

espectively. The total lifetime of the cloud is therefore given by ∫ t life 

0 
d t ′ Ṁ accr ( t 

′ ) = 

∫ t life 

0 
d t ′ Ṁ ej ( t 

′ ) . (5) 

e note that this finding is broadly consistent with the analytic 
odels proposed by Goldbaum et al. ( 2011 ), Inutsuka et al. ( 2015 ),
urkert ( 2017 ), and Kobayashi et al. ( 2017 ). These authors argue

hat molecular cloud lifetimes are determined primarily by external 
ccretion rates, and that the galactic distributions of molecular cloud 
ass and SFR results from a competition between gas accretion 

riven by the compression of gas at the interfaces between large- 
cale converging flows and gas ejection driven by galactic shear and
tellar feedback. 

Panels (c) and (d) of Fig. 13 demonstrate that the rate of molecular
as ejection from clouds is correlated in time with the instantaneous
FR and, closely related, the momentum injection rate from H II

egions. The median rate of star formation per cloud is indicated by
he dashed lines in panel (c), and the corresponding radial momentum
njected by the H II regions is indicated by the dashed lines in
anel (d). The SFR tracks the cloud mass, and therefore the rate
f molecular gas ejection by stellar feedback also tracks the cloud
ass. It begins at the same value for all clouds, and diverges only

fter it crosses the mass accretion rate and so begins to destroy the
loud. 

We demonstrate the proportionality between the mass ejection 
ate Ṁ ej and the rate of momentum injection ṗ r by H II regions more
xplicitly in Fig. 14 . The fact that Ṁ ej ∝ ṗ r can be understood in
erms of the momentum required to eject material from a (spherical)
ounding surface at radius r shield around each young star particle, 
here r shield is the radius at which x H 2 drops to 0.5, set by the extent
f self- and dust-shielding. In this case, 

˙
 ej ∼ ṗ r 

v esc 
∼ 1 

r shield 

√ 

3 

8 πGρ
ṗ r , (6) 

here v esc is the escape speed at r shield , which we write in terms of the
ean volume density ρ of the gas inside r shield . The variation in the

alues of ρ and r shield is not very large, resulting in the proportionality
˙
 ej ∝ ṗ r shown in Fig. 14 . 
We therefore find that the rate of mass ejection Ṁ ej across 

ll molecular clouds in our simulation can be straight forwardly 
arametrized in terms of the rate of momentum injection ṗ r into 
hese regions by early feedback. 

.4 The clustering of superno v ae in massi v e, long-li v ed 

olecular clouds 

he concentration of star formation in the most massive and long-
ived molecular clouds (Section 4.1 ), fed by the fast accretion of new
olecular gas (Section 4.3 ), drives the spatial and temporal clustering 

f supernovae. We demonstrate this in Fig. 15 , which shows the two-
oint correlation function ξ ( 	 ) of supernova explosions occurring in
ore and less massive clouds. The black-dashed line corresponds to 

he time-averaged median value of the two-point correlation function 
or all supernova explosions occurring across the simulated galaxy, 
ithin all time slices of 1 Myr o v er the 300-Myr simulation interval.
his line indicates that on scales 	 � 80 pc, the supernovae are more
lustered ( ξ > 1) than would be expected for a Poisson (uniform)
istribution of objects across the galactic mid-plane, and on scales 
 > 80 pc they are less clustered ( ξ < 1). The degree of clustering

f supernovae rises steeply on small scales of � 30 pc, and Fig. 15
emonstrates that this clustering is accounted for almost e xclusiv ely
y supernovae in clouds with masses > 10 5 M � (green line). By
ontrast, the supernovae in lower mass clouds (purple line) approach 
 random distribution at small scales. The clustering of supernovae 
n such small scales, approaching the softening length of 6 pc used in
ur simulation, has been shown to enhance the momentum injected 
er supernova to the interstellar medium by a factor of at least 4
e.g. Gentry et al. 2017 ). This, in turn, increases the mass-loading
f outflows (Fielding, Quataert & Martizzi 2018 ) as well as the
urstiness of star formation across galaxies (Smith et al. 2021 ). 

Fig. 16 helps to visualise this intuitive result, comparing the time-
volving H 2 column density of a low-mass cloud in our simulation
MNRAS 527, 7093–7110 (2024) 
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Figure 13. Cloud properties as a function of time since cloud formation, computed as medians o v er bins of total cloud lifetime, from the shortest-lived clouds 
(purple) to the longest-lived (yellow). Panel (a) shows instantaneous cloud mass, with the solid lines showing the medians and the shaded bands showing the 
interquartile range. Panel (b) shows mass flux into (solid) and out of (dashed) the H 2 -dominated phase, x H 2 > 0 . 5. Panel (c) shows SFR, and (d) shows rate of 
radial momentum injection by H II regions; both of these rates are computed using a 5 Myr averaging window to suppress fluctuations due to the stochasticity 
of star formation. Note that the total mass follows a symmetrical pattern of mass evolution from formation to destruction, and that the mass-loss rate from the 
H 2 -rich phase, SFR, and momentum injection rate are all strongly correlated. The schematic at the top shows a possible lifecycle for a short-lived (green) and 
a long-lived (yellow) molecular cloud, including the effects of accretion and feedback-induced gas ejection. The smallest tracer particle population averaged in 
this figure (lowest cloud lifetime, in purple) is 6.6 × 10 4 tracer particles. 
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Figure 14. The rate of mass ejection Ṁ ej as a function of the radial 
momentum injection rate ṗ r , for all molecular clouds in the simulation that 
are receiving feedback momentum. The scatter plot shows 1/5th of the total 
measurements for the cloud population, coloured according to the lifetime of 
the cloud. The black points and error bars give the median and interquartile 
range values in 10 different mass bins. To guide the eye, the black solid 
line corresponds to the case of direct proportionality between mass ejection 
and momentum injection (not a fit). The black dashed horizontal line shows 
the resolution limit of the simulation, which corresponds to ejecting one 
resolution element of mass 	 M = 859 M � o v er the time interval 	 t = 1 Myr 
that we use in our numerical computation of Ṁ ej . 

Figure 15. The two-point correlation function ξ ( 	 ) for supernova explosions 
as a function of their separation 	 o v er time intervals of 1 Myr, averaged 
o v er all times (solid lines). The shaded regions give the interquartile ranges 
o v er these times. The black dashed line is calculated for all supernovae 
across the entire simulation, while the green and purple lines represent the 
supernovae associated with star particles born in long-lived, high-mass and 
short-li ved, lo w-mass molecular clouds, respecti vely. Massi ve and long-lived 
clouds account for supernova clustering on scales � 30 pc. 
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 ∼5 × 10 4 M �, upper panels) to that of a high-mass cloud ( ∼10 6 M �,
ower panels). White-filled stars represent young star particles of 
ge < 5 Myr, which are emitting significant quantities of ionizing 
adiation, and empty stars denote supernova explosions. The yellow 

rro ws sho w the velocities of gas tracer particles. In the low-mass
loud, star formation within a radius of ∼100 pc is halted as the
eedback from the young star particle destroys the entire molecular 
as reservoir. By contrast, the high-mass cloud continues to accrete 
ore molecular mass from the lower right-hand corner (inward- 

ointing yellow arrows), even as an entire cluster of supernovae 
re occurring in the top left-hand corner. Pre-supernova feedback 
estroys only small sections of the cloud, while new stars continue
o form in other nearby sections. When massive stars eventually 
xplode as supernovae, they are therefore surrounded by other nearby 
uperno va e xplosions: a cluster of superno vae. 

 DI SCUSSI ON  

ere, we discuss both the implications of our results in the con-
ext of the existing literature and the caveats associated with our
alculations. 

.1 Pr evious r esults for molecular cloud lifetimes 

ur demonstration that accretion–ejection balance is the key process 
n molecular cloud evolution helps resolve a number of problems 
n the literature regarding molecular cloud lifetimes. First, it helps 
xplain why molecular cloud lifetimes computed in simulations 
f isolated GMCs tend to be too short compared to observations.
n such isolated cloud simulations, molecular cloud lifetimes for 
bserv ationally moti v ated initial densities are typically 5 −10 Myr
e.g. Grudi ́c et al. 2018 ; He, Ricotti & Geen 2019 ; Fukushima et al.
020 ; Grudi ́c et al. 2021 ; Kim, Ostriker & Filippova 2021 ), a factor
f 2 −5 shorter than the ≈20 −30 Myr mean generally inferred from
bservations of nearby galaxies (e.g. Kawamura et al. 2009 ; Miura
t al. 2012 ; Kruijssen et al. 2019 ; Che v ance et al. 2020 ). Our result
rovides a natural explanation for this discrepancy: Simulations 
f isolated clouds are necessarily missing the accretion part of 
he accretion–ejection balance. With no fresh mass supplies, these 
imulations produce lifetimes closer to the Lagrangian lifetime of 
ndividual molecules than to the lifetimes of real molecular clouds. 

e note that Richings & Schaye ( 2016 ) and Koda & Tan ( 2023 ) have
lso recently studied the differences in the lifetimes of star-forming 
egions inferred via different gas tracers, and by different definitions 
f these regions. 
Our results also help to explain the seeming contradiction between 

he presence of molecular clouds in the interarm regions of grand
esign spiral galaxies and a typical observed cloud lifetimes of 
0 −30 Myr, much less than the interarm transit time. Our simulated
warf spiral galaxy has an average gas density (1 −5 cm 

−3 ) and
elocity dispersion ( ∼10 km s −1 ), similar to the values found in the
nterarm regions of grand design spiral galaxies such as M51. Despite
hese conditions, and despite the short typical survi v al time of an H 2 

olecule in our simulation ( ∼2–9 Myr, see Figs 9 and 11 ), we none
he less find that massive molecular clouds in our simulation can
urvive for up to 90 Myr. These long lifetimes are sustained by a high
ccretion rate of new molecular gas throughout the cloud lifetime: up
o 4 × 10 4 M � Myr −1 for the longest-lived clouds. This accretion rate
s an order of magnitude faster than predicted by Koda et al. ( 2009 )
nd Koda, Scoville & Heyer ( 2016 ) for the comparable interarm
nvironment in M51, and therefore provides an explanation for the 
xistence of clouds in this interarm region that is not in contradiction
ith a much shorter typical molecule survi v al time ( ∼4 Myr) and a
uch shorter typical cloud survi v al time ( ≈20 −30 Myr, see Fig.
 ). Possible processes driving this fast accretion are converging 
ows due to superno va-driv en bubbles or converging flows due

o large-scale galactic-dynamical processes such as galactic shear. 
inpointing and describing this rate of accretion in our simulation 
ill be the topic of a future paper. 
MNRAS 527, 7093–7110 (2024) 
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M

Figure 16. Examples of stellar feedback occurring in a lo w-mass, short-li v ed star-forming re gion ( ∼5 × 10 4 M �, upper panels) and in a high-mass, long-lived 
star-forming region ( ∼10 6 M �, lower panels). Time runs from left to right across the page, with the region ages given in white. Star particles of age < 5 Myr 
(emitting pre-supernova feedback) are indicated by filled white stars, while supernova explosions are indicated by open white stars. The velocities of the tracer 
particles that transit through the clouds are indicated by yello w arro ws. The colour bar indicates the total molecular gas surface density, and white contours in 
the upper panel enclose regions of projected molecular hydrogen abundance � H 2 /� g ≥ 0 . 3. High-mass star-forming regions cannot be entirely destroyed by 
distributed pre-supernova feedback, and so are responsible for the clustering of supernovae on small scales in the simulation. 
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.2 Caveats 

e conclude this discussion by pointing out two limitations of our
alculations, and considering their possible impact. 

.2.1 Unresolved shielding of molecular gas 

he resolution of our simulation (859 M �, with a softening length
f 3 pc in the dense molecular gas) presents a potential caveat to
he result that the median chemical survi v al time of H 2 molecules is
 Myr in a dwarf spiral galaxy . Specifically , the lack of very dense gas
lumps within molecular clouds will aid the removal of gas from the
loud and shorten the time-scale for the associated H 2 destruction.
urthermore, Joshi et al. ( 2019 ) show that the H 2 abundance derived
sing our chemical network and shielding prescription is converged
nly at a resolution of 0.2 pc, due to the existence of sub-pc dense
lumps of molecular gas. 

In such clumps, both the ratio of the H 2 formation and destruction
ates and the amount of self-shielding would be enhanced compared
o those, we measure at our ≈3 pc resolution, and as a result the
alue of 4 Myr that we hav e deriv ed for this lifetime may be an
nderestimate. This would also mean that the rate Ṁ ej of gas ejection
rom molecular clouds would be lo wered relati ve to the value we
ave calculated. The rate Ṁ accr of gas accretion would be unaffected.
o we ver, there is circumstantial evidence that this cannot be a major

ffect. We have shown in Fig. 3 that the average H I and H 2 gas
ensities and depletion times in our simulated galaxy are in good
greement with observations, as are the masses and sizes of its giant
olecular clouds (Fig. 5 ). If the H 2 survi v al time were significantly

onger, agreement with observations w ould w orsen. This suggests
hat the rate limiting step in H 2 destruction is not the time-scale
or chemical reactions, which we do not resolve, but the time-scale
or molecular material to be dynamically ejected from well-shielded
louds, which we do. Thus, our failure to capture the details of the
hemistry does minimal harm. Given this discussion, however, we
o caution that the median H 2 survi v al time of 4 Myr depends on
NRAS 527, 7093–7110 (2024) 
 number of factors, including the resolution of our simulation, the
roperties of the large-scale galactic environment, and the metallicity
f the simulated gas reservoir (see the next section). We have shown
hat this survi v al time is short, but great significance should not be
ttached to its exact value. The exact survi v al time of H 2 molecules
ay be longer than we have found, due to the longer survi v al times of

nresolved gas clumps, but our main qualitative conclusions remain
naffected. 

.2.2 Galactic-scale metallicity variations 

e have assumed a globally inv ariant, Solar v alue for the gas-to-
ust ratio in our simulation. Ho we v er, the observ ed metallicity of
GC300 in fact varies between 0.8 and 0.2 times the Solar value,
ecreasing monotonically with galactocentric radius (Bresolin et al.
009 ). According to our competition model for the evolution of
olecular clouds, lowering the gas-phase metallicity in the outer

egions of the galactic disc may have se veral dif ferent (competing)
ffects. Reducing the metallicity will reduce the shielding of H 2 from
he ISRF, and so reduce the distance from young stars at which H 2 

s ionized as it is ejected by early stellar feedback. This will cause
n increase in the rate Ṁ ej of H 2 ejection from molecular clouds.
o we ver, lo wered metallicity will also reduce the degree of cooling

nd star formation in the dense gas, causing a decrease in Ṁ ej . The
ffect of lowered metallicity on the mass accretion rate Ṁ accr is more
traight-forward: (1) the dust-catalyzed formation of H 2 from atomic
ydrogen will be slower, and (2) gas parcels will need to reach higher
ensities before becoming shielded from the ISRF. Both of these
ffects will act to decrease the rate of H 2 accretion on to molecular
louds. As such, it is difficult to predict exactly how the inclusion
f live metal-enrichment will affect our results, except to note that
he environmentally dependent metallicity will likely be a variable
hat plays a significant role in setting Ṁ ej . Further studies that vary
he metallicity and control for galaxy morphology are necessary to
etermine the functional form of this dependence. 
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 C O N C L U S I O N S  

n Section 1 , we posed two questions: (1) What is the chemical
ifetime of H 2 in the interstellar medium of galaxies and how does it
elate to the molecular cloud lifetime? And (2) how can we reconcile
he long observed lifetimes of giant molecular clouds (e.g. Koda et al.
009 ) and the short Lagrangian residence times of gas in the star-
orming state (e.g. Semeno v, Kravtso v & Gnedin 2017 )? In this work,
e have used passive gas tracer particles in an AREPO simulation of
 dwarf spiral galaxy to arrive at the following answers: 

(i) The typical survi v al time of H 2 molecules is 4 Myr, with an
nterquartile range from 2 to 9 Myr in our simulation, subject to the
ccuracy of our chemical model. This H 2 destruction time-scale is 
ndependent of the lifetime of the host molecular cloud, which has a

uch longer H 2 mass-weighted median value of ∼25 Myr. The rapid 
estruction of H 2 molecules is driven by early stellar feedback from
 II regions. 
(ii) The reason that molecular clouds are able to survive much 

onger than their constituent molecules is that the molecular cloud 
ifetime is determined by the competition between the feedback- 
riven ejection of molecular gas, and the accretion of new molecular 
as from the large-scale galactic environment. This competition 
eans that long-lived and massive molecular clouds can be sustained 

i ven a suf ficiently fast accretion rate. In our simulation, a value of
˙
 accr ∼ 4 × 10 4 M � Myr −1 can feed a molecular cloud for 90 Myr,

nd up to a peak mass of 10 6 M �. 

Our answers have important implications for the dynamics of gas 
n both cloud and galactic scales. In particular, we find that 

(i) The time spent by gas in the H 2 -dominated state is much shorter
han the time-spent in the H 2 -poor state, in qualitative agreement 
ith the results of Semeno v, Kravtso v & Gnedin ( 2017 ). A given
agrangian parcel of gas spends most of its life transiting between 
olecular clouds, with only brief passages through clouds. 
(ii) A partial exception to this is that gas can sometimes become 

trapped’ around higher mass molecular clouds, cycling back to a 
ense, H 2 -dominated state faster and more frequently than occurs 
or gas parcels passing through low-mass clouds. This ‘trapping’ 
aises the integrated star formation efficiency in massi ve, long-li ved 
olecular clouds up to four times higher than that in low-mass,

hort-lived clouds. 
(iii) Despite their small number, massive and long-lived molecular 

louds account for a not insignificant amount of the total star
ormation budget of a galaxy. Moreo v er, the y driv e the clustering
f supernova feedback on sub-cloud scales, which is in turn a key
river of galactic outflows. 

In an upcoming paper, we will investigate the galactic-scale 
hysics driving the fast accretion of new gas on to massive, long-
ived molecular clouds, and so driving their higher star formation 
fficiencies and levels of supernova clustering. 
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Figure A1. Mean and standard deviation of the tracer number as a function 
of gas surface density in 2D columns of area (6 pc) 2 through the entire mid- 
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Figure C1. Upper panel: gas cell size 	 x divided by the Jeans length λJ for 
all gas cells in our simulation, as a function of gas density ρ, and weighted by 
gas mass. The black horizontal line gives the resolution criterion of Truelove 
et al. ( 1997 ). Lower panel: the Jeans length for all gas cells in our simulation, 
as a function of gas density ρ. The black horizontal line gives the minimum 

softening length of 3 pc in our simulations. 
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xpected relationship for a uniform distribution of ef fecti ve tracer 
article masses, while the dashed lines denote the Poisson error 
xpected due to the Monte Carlo exchange of a small number of
racer particles between gas cells. The plot shows that, after a period
f 100 Myr (green points and error bars), both the number of tracer
articles per pixel, and the error in this number, conform to the
xpectation for a uniform distribution of ef fecti ve tracer particle 
asses. 

PPEN D IX  B:  C H E M I C A L  POST-PROCESSING  

s noted in Section 3 , our CO-luminous star-forming regions are 
dentified using two-dimensional maps of the CO-bright molecular 
as column density, � H 2 , CO . To calculate this column density, 
e post-process the simulation output using the DESPOTIC model 

or astrochemistry and radiative transfer (Krumholz 2013 , 2014 ), 
ollowing the method outlined in Fujimoto et al. ( 2019 ) except as
oted below; we summarize the procedure here, and refer readers 
o Fujimoto et al. for further details. The self- and dust-shielding of
O molecules from the ambient UV radiation field, and the effects 
f non-local thermodynamic equilibrium excitation and varying 
O line optical depth, cannot be accurately computed during run- 

ime at the mass resolution of our simulation. Within DESPOTIC , 
he escape probability formalism is applied to compute the CO 

ine emission from each gas cell according to its hydrogen atom 

umber density n H , column density N H and virial parameter αvir , 
ssuming that the cells are approximately spherical. In practice, the 
ine luminosity varies smoothly with the variables n H , N H , and αvir .

e therefore interpolate o v er a grid of pre-calculated models at
egularly spaced logarithmic intervals in these variables to reduce 
omputational cost. The hydrogen column density is estimated via 
he local approximation of Safranek-Shrader et al. ( 2017 ) as N H =
J n H , where λJ = ( πc 2 s /Gρ) 1 / 2 is the Jeans length, with an upper

imit of T = 40 K on the gas cell temperature. The virial parameter
s calculated from the turbulent velocity dispersion of each gas 
ell according to MacLaren, Richardson & Wolfendale ( 1988 ), and 
ertoldi & McKee ( 1992 ). The line emission is self-consistently
oupled to the chemical and thermal evolution of the gas, including 
arbon and oxygen chemistry (Gong, Ostriker & Wolfire 2017 ), gas 
eating by cosmic rays and the grain photoelectric effect, line cooling 
ue to C 

+ , C, O, and CO and thermal exchange between dust and
as. We match the ISRF strength and cosmic-ray ionization rate to 
he values used in our live chemistry. 

Having calculated values of the CO line luminosity for each 
imulated gas cell, we compute the CO-bright molecular hydrogen 
urface density as 

 H 2 , CO [M �pc −2 ] = 

2 . 3 × 10 −29 M �( erg s −1 ) −1 

m H [M �] 

×
∫ ∞ 

−∞ 

d z ′ ρg ( z 
′ ) L CO [ erg s −1 H atom 

−1 ] , (B1) 

here ρg ( z) is the total gas volume density in M � pc −3 at
 distance z (in pc) from the galactic mid-plane. The factor 
f 2.3 × 10 −29 M � (erg s −1 ) −1 combines the mass-to-luminosity 
onversion factor αCO = 4.3 M � pc −2 ̀(K kms −1 ) −1 of Bolatto, 
olfire & Leroy ( 2013 ) with the line-luminosity conversion factor 

.31 × 10 −30 (K km s −1 pc 2 )/(erg s −1 ) for the CO J = 1 → 0 transition
t redshift z = 0 (Solomon & Vanden Bout 2005 ). The physical
eaning of � H 2 , CO is simply that it is the H 2 surface density that one
ould infer from an observation in the CO J = 1 → 0 line assuming
 fixed conversion factor αCO = 4.3 M �pc −2 (K kms −1 ) −1 . 
PPENDI X  C :  DI SCUSSI ON  O F  ARTI FI CIAL  

RAG MENTATI ON  

e noted in Section 2.4 that we use the adaptive gravitational
oftening prescription in AREPO to a v oid the majority of artificial
ragmentation, as discussed in Nelson ( 2006 ) and Jeffreson et al.
 2020 ). Here, we include a fuller discussion of this problem, in the
ontext of our simulated galaxy. 

Broadly speaking, there are two schools of thought on the preven-
ion of artificial, numerically induced fragmentation in gas for which 
he Jeans length is unresolved (e.g. Truelove et al. 1997 ; Greif et al.
011 ). The first is to remo v e all gas with an unresolved Jeans length,
y introducing a pressure floor (e.g. Robertson & Kravtsov 2008 ).
his has the advantage of preventing artificial fragmentation, but the 
isadvantage of suppressing physical, gravitational fragmentation 
n high-density gas, inflating the Jeans length to unphysically high 
alues (see e.g. Teyssier 2015 ; Hopkins et al. 2018 ). 

The second approach, which we have adopted, is to allow 

igh-density, low-pressure gas, but to take advantage of adaptive 
ravitational softening and a gravitation-dependent star formation 
fficiency to a v oid the majority of artificial fragmentation in this gas
e.g. Federrath et al. 2010 ; Hopkins et al. 2018 ; Tress et al. 2020 ).
he top panel of Fig. C1 presents a 2D histogram of the Truelo v e
t al. ( 1997 ) Jeans number in our simulation, as a function of the gas
ensity. This demonstrates that some dense molecular gas is in fact
elow the resolution limit defined in that work, given by the black
orizontal line. Ho we ver, the lo wer panel of the figure demonstrates
hat the Jeans length for all of this dense gas is below the softening
ength of the simulation, which is 3 pc (black horizontal line). This
as is additionally star forming ( ρ > 100 cm 

−3 , see Section 2.4 ).
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nloaded from
erturbations on these scales are therefore unlikely to lead to
rtificially induced gravitational collapse and fragmentation, though
o our knowledge, this has never been thoroughly investigated in the
ase of adaptive gravitational softening. 

Finally, we note that no work has yet performed a thorough
nvestigation of artificial fragmentation in a simulation comparable to
urs. The paper of Truelo v e et al. ( 1997 ) concerns an adaptive-mesh
ode (rather than a moving-mesh code like AREPO ), under isothermal
onditions with no turbulence, no rotating disc environment, and no
ravitational softening, let alone adaptive softening. The work of
elson ( 2006 ) partly addresses two of these problems by introducing
 disc environment and adaptive gravitational softening, but looks
nly at the case of an SPH code, and focuses on the case of
rotoplanetary discs, which do not have substantial supersonic
NRAS 527, 7093–7110 (2024) 
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urbulence. Finally, Greif et al. ( 2011 ) investigate the problem in
REPO , but again in an isothermal box with no turbulence or rotating
isc environment. Gravitational softening is used in the latter work,
ut it is not adaptive. 

It would be of substantial benefit to the community to investigate
he onset of artificial fragmentation in turbulent, rotating galactic
nvironments with adaptive gravitational softening, as is the sub-
ect of many current high-resolution simulations of the interstellar

edium. 
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