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A B S T R A C T 

We use a series of magnetohydrodynamic simulations including both radiative and protostellar outflow feedback to study 

environmental variation of the initial mass function (IMF). The simulations represent a carefully-controlled experiment whereby 

we keep all dimensionless parameters of the flow constant except for those related to feedback. We show that radiation 

feedback suppresses the formation of lower mass objects more ef fecti vely as the surface density increases, but this only partially 

compensates for the decreasing Jeans mass in denser environments. Similarly, we find that protostellar outflows are more ef fecti ve 
at suppressing the formation of massive stars in higher surface density environments. The combined effect of these two trends 
is towards an IMF with a lower characteristic mass and a narrower o v erall mass range in high surface density environments. 
We discuss the implications for these findings for the interpretation of observational evidence of IMF variation in early type 
galaxies. 
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 I N T RO D U C T I O N  

he initial mass function (IMF) describes the mass distribution of
tars at formation. It plays a critical role in a wide range of fields, from
alaxy formation and evolution to nuclear astrophysics to planetary
cience. For this reason, measuring the IMF and understanding its
rigin has been one of the central issues in the study of the star
ormation process. Salpeter ( 1955 ) first attempted to measure the
MF by using Solar neighbourhood stars. He adopted a single slope
ower -law distrib ution of the form d N ∝ M 

−αd M , and found a best
tting slope α = 2.35. Six decades later, this distribution is still
onsidered the standard for stars > 1 M �. Ho we ver, as this function
pproaches zero, it diverges, indicating that there must be a turno v er
n the IMF at lower masses. Miller & Scalo ( 1979 ) introduced
he idea of a lognormal distribution between 0.1 and � 30 M �,

oti v ated by a clear flattening in the observed Solar neighbourhood
ass distribution below 1 M �. Today, the two most widely used

orms of the IMF are the broken power -law distrib ution introduced
y Kroupa ( 2001 ), and the combination of lognormal (at low mass)
nd power law (at high mass) distribution by Chabrier ( 2005 ) – see
ffner et al. ( 2014 ) for a recent review. Both of these forms feature
 broad plateau at masses from ≈ 0 . 1 − 1 M �, and then a power-law
ecline at higher masses. 
From a theoretical point of view the question is what physical

rocesses are responsible for setting the shape of the IMF. We
no w from observ ations that the IMF is close to universal in the
ilky Way and nearby local galaxies (e.g. Lee et al. 2020 ), which

uggests a simple and universal physical mechanism. Turbulence is
 natural choice, and there have been many theoretical models of
he IMF based on the properties of turbulence. For example, Padoan,
 E-mail: tabassum.tanvir@anu.edu.au 
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Pub
ordlund & Jones ( 1997 ) and Padoan & Nordlund ( 2002 ) propose
 model in which interacting shocks produce dense filaments and
heets where star formation occurs; the mass function is determined
y the distribution of post-shock properties, which is a function
f turbulent power spectrum. Hennebelle & Chabrier ( 2008 , 2009 )
ropose a model based on the Press & Schechter ( 1974 ) formalism,
n which the IMF is treated as a barrier -crossing problem: turb ulence
enerates a spectrum of density fluctuations at different scales, and
hen one of these fluctuations crosses the barrier to becoming self-
ravitating, it collapses to form a star. (Hopkins 2012 , 2013 ) develops
 model based on excursion set theory, for which the basic physical
etup – fluctuations induced by turbulence leading to barrier crossing
is quite similar to that of Hennebelle & Chabrier, but where some

f the detailed assumptions, for example about the scale-dependence
f the density statistics, are different. 
A common feature of these models is that they are based on

sothermal gas under the influence of turbulence. While such a theory
an very naturally explain the power-law tail of the IMF, and there is
ood numerical evidence that turbulence does indeed determine this
eature (Nam, Federrath & Krumholz 2021 ), isothermal turbulence is
cale-free o v er the inertial range (Kolmogoro v 1941 ; Burgers 1948 ),
ith characteristic lengths only at the driving, dissipation, and sonic

cales (Federrath et al. 2021 ). It therefore cannot explain why the
MF turns o v er at a particular mass that is independent of the total
r Jeans mass of the parent star-forming cloud (Krumholz 2014 ).
gain, numerical evidence supports this conclusion. Guszejnov,
rumholz & Hopkins ( 2016 ), Guszejnov et al. ( 2018 ) show that

ragmentation of non-magnetized isothermal gas produces a pure
ower -law mass distrib ution, while Guszejnov et al. ( 2020 ) show
hat magnetized isothermal turbulence leads to a mass function with
 peak that is simply proportional to the initial sonic mass, and
herefore not plausibly related to the nearly-universal peak observed
n the local IMF. These findings strongly suggest that any viable
© 2022 The Author(s) 
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heory for the non-po wer-law lo w-mass IMF requires a deviation 
rom the assumption of isothermal gas (ho we ver, see Haugbølle, 
adoan & Nordlund 2018 for a contrary view). 
The question then becomes what physical process induces the 

e viation from isothermality. De viations can occur due to gas 
ecoming optically-thick to its own cooling radiation at a density 
f n ∼ 10 10 cm 

−3 (Low & Lynden-Bell 1976 ; Rees 1976 ; Masunaga,
iyama & Inutsuka 1998 ) or the onset of dust-gas coupling at a

ensity n ∼ 10 5 cm 

−3 (Spaans & Silk 2000 ; Jappsen et al. 2005 ;
arson 2005 ; Elmegreen, Klessen & Wilson 2008 ). The former leads

o a mass scale that is plausibly associated with the smallest possible
rown dwarfs, ∼ 10 −3 M �, but not plausibly associated with the 
bserved IMF peak. The latter is more promising in terms of the
ass scale, but Guszejnov et al. ( 2016 ) show that if one modifies

ydrodynamic simulations simply by introducing an EOS stiffening 
t some density, the resulting IMF is extremely sensitive to its initial
ondition, which renders these models unable to provide the observed 
niversal mass scale. 
For this reason many authors have considered stellar radiation 

eedback as a potential mechanism to set a characteristic mass 
cale. In this picture, low mass young stars radiate due to accretion,
aising the surrounding gas temperature and therefore the Jeans 
ass, strongly suppressing fragmentation (Krumholz 2006 , 2011 ; 
ate 2009 , 2012 ; Offner et al. 2009 ; Krumholz, Klein & McKee
012 ; Krumholz et al. 2016 ; Federrath, Krumholz & Hopkins 2017 ;
unningham et al. 2018 ; Mathew & Federrath 2020 , 2021 ). This
ffect suppresses the formation of low-mass objects by ensuring that 
he mass around them is unable to fragment further, and is instead
vailable to accrete. Additional important physical processes that 
ontrol the peak of the IMF include a combination of magnetic fields
nd protostellar jet feedback (e.g. Shu, Li & Allen 2004 ; Federrath
t al. 2014 ; Mathew & Federrath 2021 ), and possibly tidal effects
f the first Larson cores (e.g. Lee & Hennebelle 2018 ; Hennebelle,
ee & Chabrier 2019 ). 
Ho we v er, there hav e been limited efforts thus far to determine

he implications of these models for variation in the location of
he IMF peak with star-forming environment. Krumholz & McKee 
 2008 ) argue from analytic models, and Krumholz et al. ( 2010 ) and

yers et al. ( 2011 ) confirm with simulations, that higher surface
ensities make it easier to form massive stars on the tail of the
MF, because higher optical depths trap radiation more ef fecti vely, 
uppressing fragmentation and allowing massive cores to undergo a 
rocesses closer to monolithic collapse. Ho we ver, neither of these 
tudies address the peak of the IMF, as opposed to the high-mass
ail. Sharda & Krumholz ( 2022 ) do study the IMF peak, and predict
 lower characteristic mass in metal-rich regions at high gas pressure
 surface density, but these analytic model have yet to be checked
y simulations, and in an y ev ent the y predict only the approximate
ocation of the IMF peak, not the full functional form of the IMF. 

The problem of environmental variation is becoming urgent, 
o we ver, because tentati ve e vidence has started to emerge that, in
he most extreme star-forming environments, the location of the 
MF peak does change slightly. The strongest evidence for this 
hift has emerged from massive, early-type galaxies – see Smith 
 2020 ) for a recent re vie w. In these systems, spectroscopic (e.g.
an Dokkum & Conroy 2010 ; Spiniello et al. 2012 ; La Barbera
t al. 2013 ; Conroy, van Dokkum & Villaume 2017 ), dynamical (e.g.
appellari et al. 2012 ; Newman et al. 2017 ; Oldham & Auger 2018 ),
nd gravitational lensing (Treu et al. 2010 ; Spiniello et al. 2015 ) all
oint to an IMF with a lower peak than is found in the Milky Way,
hough there remain some inconsistencies in the measurements as 
o exactly where and in which galaxies this shift in the IMF occurs
Smith 2014 ). There are also claims of a shift of the peak to higher
asses in low-mass galaxies (Geha et al. 2013 ; Gennaro et al. 2018 ),

hough in these systems the small numbers of observed stars has
ed to considerable debate regarding the statistical significance of 
he result (El-Badry, Weisz & Quataert 2017 ). Regardless, the fact
hat evidence is emerging for variations in the location of the IMF
eak represents both a challenge for theory and an opportunity, since
eproducing and explaining these observations offers a strong test of 
odels. 
This paper aims to examine the effect of environmental variation 

n the IMF, focusing on the interaction of the environment with
he two feedback effects that are thought to be most important
ear the IMF peak: radiation feedback and protostellar outflows. 
n order to isolate environmental effects, we identify the key 
imensionless parameters that go v ern a star-forming system, and 
ary them systematically in order to perform a clean experiment that
solates the interaction of feedback and environmental effects from 

ll other physical processes. We do so in the context of simulations
hat form a full star cluster with a measurable IMF, rather than just a
ingle, massive core as in the earlier experiments of Krumholz et al.
 2010 ). In Section 2 , we describe the numerical method and initial
onditions of our simulations. In Section 3 , we examine the results
f the simulations. We discuss the implications of our findings for
he IMF in general in Section 4 and we summarize in Section 5 . 

 N U M E R I C A L  M E T H O D S  A N D  I NI TI AL  

O N D I T I O N S  

.1 Numerical Methods 

he numerical methods we use are identical to those of Myers et al.
 2014 ) and Cunningham et al. ( 2018 ), and we refer readers there for a
ore detailed description; here we merely summarize the key points. 
e use the ORION2 adaptive mesh refinement (AMR) code (Li et al.

021 ) to carry out our simulations. The code uses the scheme of Li
t al. ( 2012 ) to solve the equations of ideal magnetohydrodynamics
oupled to self-gravity (Truelo v e et al. 1998 ; Klein et al. 1999 )
nd radiation transfer (Krumholz, Klein & McKee 2007 ) in the
wo-temperature, mix ed-frame, gre y, flux-limited diffusion approx- 
mation. We use the tabulated density- and temperature-dependent 
osseland- and Planck-mean opacities provided by Semenov et al. 
 2003 ). 

The code uses sink particles (Krumholz, McKee & Klein 2004 ) to
eplace regions where protostars are forming and that are collapsing 
eyond our ability to resolve. Each of these particles runs an
nstance of the one-zone protostellar evolution model described by 
ffner et al. ( 2009 ), which prescribes the instantaneous properties

radius, luminosity, polytropic index, etc.) of the star that particle 
epresents. The luminosity becomes a source term in our radiative 
ransfer equations, and we also include feedback due to protostellar 
utflows via momentum sources around each sink particle. We use 
he outflow model described in Cunningham et al. ( 2011 ): when mass
s accreted on to a sink particle, a fraction f w of it is ejected back
nto the simulation in the form of an outflow, presumably from an
nresolved inner disc. The outflow material is launched with a speed
 w . In our simulation, we use the same wind model parameters
escribed in Hansen et al. ( 2012 ) and Cunningham et al. ( 2018 ):
 w = 0.3 and v w = min ( v kep , 60 km s −1 ), where v kep is the Kepler
peed at the surface of the protostar. These parameters are moti v ated
y observations of the momentum budget of protostellar outflows 
Richer et al. 2000 ). 
MNRAS 516, 5712–5725 (2022) 
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M

Table 1. Simulation parameters, from left to right: run name, mass in the computational box, size of the computational box, mean density in 
the computational box, 3D velocity dispersion, initial magnetic field strength, mean free-fall time, number of cells per linear dimension on 
the base grid, maximum level of refinement, smallest cell size, turbulent crossing time, and surface density. 

Name M box (M �) L (pc) ρ0 (g cm 

−3 ) σv (km s −1 ) B 0 (mG) t ff (kyr) N L max � x (AU) t cross (Myr) � (g cm 

−2 ) 

L 2000 0.92 1 . 74 × 10 −19 2.4 0.36 160 512 2 46 0.4 0.5 
M 1000 0.46 6 . 96 × 10 −19 2.4 0.73 80 512 2 23 0.2 1 
H 500 0.23 2 . 784 × 10 −18 2.4 1.45 40 512 2 11 0.1 2 
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.2 Initial Conditions 

ll our simulations take place in a periodic domain filled with Solar
etallicity molecular gas with a mean molecular weight of 2.33 m p 

corresponding to a gas of 90 per cent H and 10 per cent He by
umber) and an initial temperature of 10 K. This combination of
olecular weight and temperature corresponds to a sound speed of

.19 km/s. Based on the findings of Krumholz & McKee ( 2008 ),
rumholz et al. ( 2010 ), and Myers et al. ( 2011 ), gas surface
ensity is a key environmental parameter affecting the IMF, and
e therefore wish to explore the effect of varying it. This in turn

equires that we vary the mass and size of the box. Ho we ver, since
ur goal is to conduct a clean experiment where the only possible
eason for differences in the outcome is feedback, we must vary
hese dimensional parameters in such a way as to ensure that the
imulations remain re-scaled versions of one another, i.e. so that all
he dimensionless numbers describing the system in the absence of
eedback (Mach number, virial parameter, etc.) remain unchanged.
or a box of material with mean density ρ, length L , and mean
agnetic field strength B , the re-scaling that accomplishes this is

Krumholz 2014 ) 

′ = f ρ, (1) 

 

′ = f −1 / 2 L, (2) 

 

′ = f 1 / 2 B. (3) 

his transformation leaves the Mach number, Alfv ́en Mach number,
irial parameter, number of Jeans masses, and all other dimensionless
arameters of the box unchanged for an arbitrary positive number f .
o we ver, this rescaling does change the surface density by a factor

 ρ
′ 
/ ρ)( L 

′ 
/ L ) = f 1/2 ; it therefore changes the optical depth through the

omain, and thus the response of the gas to feedback. Rescaling also
hanges the mass contained in the box, by a factor ( ρ

′ 
/ ρ)( L 

′ 
/ L ) 3 =

 

−1/2 , and the free-fall time t ff = 

√ 

3 π/ 32 Gρ, by a factor f −1/2 . 
For our study, we consider three different boxes: a ‘medium’

ensity box (run M hereafter) containing a mass M box = 1000 M �
ith surface density � = 1 g cm 

−2 (corresponding to a mean density
0 = 7.0 × 10 −19 g cm 

−3 , box length L = 0.46 pc), and ‘low’ and
high’ density boxes (L and H) hereafter, which are rescaled versions
f run M with f = 1/4 and f = 4, respectively. Table 1 summarizes the
hree simulation types. The medium density case is roughly intended
o correspond to regions of vigorous massive star cluster formation
ound in the Galaxy; the size and surface density are comparable
o those observed for cold ATLASGAL clumps (Urquhart et al.
018 ). The low-density case is intended to more closely represent a
earby low-mass star-forming region such as Perseus of Ophiuchus,
hile the high-density case is intended to mimic the formation

nvironments characteristic of extra-galactic super star clusters such
s R136 or the protoclusters of NGC 253 (Leroy et al. 2018 ). 

All our simulations use gravity and magneto-hydrodynamics with
eriodic boundary conditions. For the radiation field, we use Marshak
oundary conditions, whereby radiation can freely leave the domain,
NRAS 516, 5712–5725 (2022) 
ut the domain is also bathed with an external radiation field that
orresponds to a 10 K isotropic blackbody. 

The simulation itself is divided into two phases. In the first phase,
hich begins with uniform density and magnetic field, we turn-off
ravity and radiation, set γ = 1 . 0001 so that the gas is close to
sothermal, and drive turbulence in the box using the method of

ac Low ( 1999 ). The driving field is purely solenoidal (Federrath,
lessen & Schmidt 2008 ), with constant power per wavenumber P ( k )
 v er the range 1 ≤ kL /2 π ≤ 2. At every time step we apply a force
ith a spatial distribution matching the driving spectrum, and with

n amplitude chosen to maintain a roughly constant mass-weighted
MS thermal Mach number of M = σv /c s = 12 . 6 where σ v is the

hree-dimensional (3D) velocity dispersion. The corresponding virial
arameter is (e.g. Federrath & Klessen 2012 ) 

= 

5 σ 2 
v R 

GM box 
= 1 , (4) 

here we have taken the characteristic radius R = L /2. The corre-
ponding turbulent crossing time is 

 cross = 

L 

σv 

= (0 . 4 , 0 . 2 , 0 . 1) Myr (5) 

or L, M, and H runs, respectively. 
In addition to M and α, the final dimensionless number that

haracterizes our simulation is the plasma β. We fix this parameter
y initialising the uniform magnetic field at the start of the first phase
f the simulation to the value B 0 required to have (e.g. Federrath &
lessen 2012 ) 

= 

8 πρc 2 s 

B 

2 
0 

= 2 

(M A 

M 

)2 

= 0 . 012 . (6) 

he corresponding Alfv ́en Mach number M A = 1. As noted abo v e,
y fixing M , α, M A , and β, we also fix all other dimensionless
umbers in the absence of radiation and feedback. 
We evolve the initially uniform gas with driving for two crossing

imes, and then treat the cloud state at the end of the two crossing
imes as the initial conditions for the turbulent cluster simulation. At
his point we turn on gravity, sink particles, and radiation and turn-
ff turbulence driving. We also set γ = 5 / 3 instead of 1.0001, which
llows the temperature to vary with the outcome of the radiative
ransfer calculations. We run these simulations until they reach 5
per cent star formation efficiency (SFE), i.e. until 5 per cent of the
nitial gas has been accreted by star particles. 

.3 Resolution, refinement, and sink particles 

e initialise the AMR hierarchy on a 512 3 base grid which we
enote as L = 0. During the driving phase, we disable AMR, so
o higher levels exist. We use a 512 3 grid during this phase because
his resolution is sufficient to capture a well-resolved inertial cascade
own to the scale of L /30 (Federrath et al. 2010 , 2011 ; Li et al. 2012 ).
his scale is one order of magnitude less than the initial Jeans length
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1 Exact identity to machine precision is also broken slightly by differences 
in numerical truncation error caused by the fact that the time steps in the 
different runs are not completely identical. Ho we ver, this is not a significant 
physical effect. 
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n our simulations, so during the driving phase this choice ensures
hat we have well-resolved turbulence down to scales well below the 
cale at which self-gravity is expected to become important. 

Once we turn on gravity we allow the grid to adaptively refine
o a maximum level L max = 2. We use two different criteria to
ecide where to add resolution. First, we increase the resolution 
here ver fe wer than eight zones resolve the local Jeans length,
 > 1 / 8 (Truelo v e et al. 1997 ). This criterion triggers refinement
o the finest level at a density of 1/4 of that required to trigger the
nsertion of a sink particle at the finest level, thereby ensuring that
trongly collapsing regions get refined to the finest level. The second 
ondition is that we refine any cell that contains a poorly resolved
radient of the radiation energy density, |∇E r | � x / E r > 0.125, where
 x is the grid spacing. This ensures that we resolve the radiation
eld and temperature structure. Our choice L max = 2 corresponds to 
 maximum resolution � x = 23 AU for the medium run, and factors
f two smaller (larger) for the high (low) surface density runs. 
In our simulations, sink particles form in any zone on the finest

MR level where the gas becomes dense enough to reach a local
eans number 

 = 

√ 

Gρ�x 2 

πc 2 s 
> 

1 

4 
. (7) 

t a temperature of 10 K this corresponds to a density ρsink =
.8 × 10 −15 g cm 

−3 for run M, and a factor of 4 lower (higher)
or run L (H). Ho we ver, in practice the gas near the sink creation
hreshold is often significantly warmer than 10 K once the simulation 
s underway, and thus the actual maximum resolvable density is 
ubstantially higher. Once formed, these sink particles evolve and 
nteract with the gas via gravity and accretion following the procedure 
escribed in Krumholz et al. ( 2004 ). This has been updated to include
he effects of the magnetic field on the gas accretion rate on sink
articles (Lee et al. 2014 ). 
There is a limitation in the method we use for radiation transfer:

e assume that the gas and dust temperatures are equal. Since the
as and dust temperatures become identical at densities abo v e 10 4 −
0 5 cm 

−3 (e.g. Goldsmith 2001 ), this is a good assumption for most
f the gas in the simulation box. Ho we ver, in the low density, non-
elf-gravitating regions, the density may be too low to allow efficient 
as-grain coupling, allowing gas to be either hotter or cooler than 
he dust, depending on the environment. Ho we ver, this is unlikely
o be important for the purpose of determining the IMF, since in
he regions where gas is collapsing and fragmenting, the density is
igh enough that grains and gas are well-coupled. Simulations that 
nclude an explicit treatment of imperfect grain-gas coupling (Bate & 

eto 2015 ) find that its effects on fragmentation are minimal (Bate
019 ). 

.4 Parameter study 

e carry out two different realizations for each simulation type (L, M,
nd H). For a given simulation type, the two realizations are identical
n their mean properties and differ only in their randomly-generated 
urbulent driving fields. We refer to simulations using the first random
ealization as L1, M1, and H1, and those using the second random
ealization as L2, M2, and H2. Runs L1, M1, and H1 all use the same
riving pattern, as do runs L2, M2, and H2. We also carry out one
dditional simulation, ISO 1, which uses the same driving pattern and 
nitial conditions as M1, but where we have disabled both outflow 

eedback and radiative transfer, and we continue to use an isothermal 
quation of state ( γ = 1.0001) throughout the collapse phase. 
We emphasize that since L1, M1, H1, and ISO 1 all use the same
riving field (as do L2, M2, and H2), have identical dimensionless
arameters, use the same initial and maximum resolution, and use the
ame Jeans refinement criterion (in the sense that the factor by which
 given cell must be overdense relative to the box mean in order to be
agged for refinement is the same in all cases), the initial conditions
nd simulation setup are identical to machine precision . The only
hysics elements of L1, M1, H1, and ISO 1 that are not identical are
adiation and outflow feedback; 1 these break the symmetry between 
he runs, and introduce characteristic length and mass scales that 
ould not exist in their absence. Any differences in outcome between

he various runs must therefore be due to one of these factors. 

 RESULTS  

ere. we present the results of our simulations. We first give an
 v erview of the global evolution of the simulations in Section 3.1 .
n Section 3.2 we discuss the sink particle mass distribution, and
dentify differences between the various runs. In Sections 3.3 and 3.4
e discuss the roles of radiation feedback and protostellar outflows, 

espectively, in shaping the mass distribution. 

.1 Ov er view of simulations 

n Figs 1 and 2 , we show the column density and density-weighted
ean temperature of runs L1, M1, and H1, one of our two turbulent

ealizations; while the exact morphology is of course different for 
ealization 2, the qualitative discussion we present here applies 
qually well to that case. Since star formation occurs at slightly
ifferent rates in each of these simulations, we show results at
atching star formation efficiencies rather than matching times, 

hough the difference is relatively small (provided time is measured in
nits of the simulation free-fall time). In all three runs the turbulence
as created dense filamentary structures, which o v er time further
ragment into isolated gas cores that collapse to form stars. As can
e seen from Fig. 1 , star formation activity is mostly confined in
he filamentary regions. The overall morphologies of the L1, M1, 
nd H1 runs are very similar, which is not surprising since, absent
he effects of feedback, the runs would be identical. However, some
mall differences are clearly visible: as the column density of the runs
ncreases the filamentary shapes become more disrupted; filaments 
re narrower and straighter in run L1, and broader and more dispersed
n run H1. 

To better understand the collapse morphology, fragmentation and 
tar formation we look at the temperature structure of the gas shown
n Fig. 2 . This shows much larger differences between the runs than
ig. 1 . Compared to run L1, run H1 is warmer because it has a higher
urface density, which leads to a higher optical depth that traps
he radiation produced more ef fecti vely. The dif ference between the
uns increases with SFE as the influence of radiation feedback on the
emperature grows. 

We show the time evolution of the SFE in Fig. 3 , and the total
umber of stars present as a function of the SFE in Fig. 4 . We define
he SFE as the fraction of initial box mass converted to stars, i.e. 

FE = 

m � 

M box 
= 

m � 

M gas + m � 

, (8) 
MNRAS 516, 5712–5725 (2022) 
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M

Figure 1. Column densities in simulations L1, M1, and H1 (left to right). The top row shows the simulation state at 1 per cent SFE, the bottom row at 5 per cent 
SFE. The colour scale goes from log ( � / � 0 ) = −1 to 1, where � 0 = ρ0 L and ρ0 is the mean density in the simulation domain. Circles show star particles, and 
are colour-coded by mass m � from log ( m � / M box ) = −5 to −3, where M box is the total mass of the simulation box. 

Figure 2. Same as Fig. 1 , but showing density-weighted projected temperature rather than column density. 
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Figure 3. SFE as a function of time since the formation of the first star t � , 
measured in units of the free-fall time t ff . The solid lines are realization 1 and 
the dashed lines are for realization 2. 

Figure 4. Number of stars formed as a function of SFE. The solid lines are 
realization 1 and the dashed lines are realization 2. 
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mass distribution is even broader. 

2 We prefer to work with percentiles computed by mass rather than number, 
because the latter are quite sensitive to the numerical details of the sink 
particle algorithm, such that different choices for parameters such as the Jeans 
number used when calculating the sink particle creation density threshold can 
lead to different numbers of very low-mass objects (e.g. see Appendix C of 
Haugbølle et al. 2018 ). Percentiles computed by mass are far less sensitive to 
such numerical details. 
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here m � is the total stellar mass and M box is the total of the gas
nd stellar mass in the simulation (which is al w ays equal to the
nitial mass in the box). From the onset of star formation (which
s itself ∼0.5 free-fall times after we turn on self-gravity), it takes
pproximately 0.5 t ff for run L1 to reach 5 per cent SFE. For run L2 it
akes almost 3 times as long to reach the same SFE. The difference is
imply due to the different random realizations in the driving pattern, 
nd is within the normal range of variation with driving pattern (e.g.
ee fig. 4 of Nam et al. 2021 ). By contrast, there is fairly little
ifference between runs with the same driving pattern but different 
urface densities. This suggests that, whatever effects feedback is 
aving in reducing the SFE, those effects are almost independent of
urface density. 

If we examine Fig. 4 , which shows the number of stars versus
FE, we see a somewhat different pattern. The differences between 

he two realizations (solid versus dashed lines) are relatively modest, 
ut there is a clear trend with surface density: at fixed SFE, the high
urface density run has produced the fewest stars, and the low surface
ensity run the most. The one exception to this is runs L1 and M1,
here the numbers of stars are quite similar. Thus, we see that the
FE does not depend strongly on the absolute surface density (in our
caled experiments), but the number of stars at fixed SFE, and by
mplication the stellar mass distribution, does. 

.2 Stellar mass distribution 

e now examine the stellar mass distributions in the simulations 
ore closely. In all the figures we present in this section, we show

esults using two different mass scales: absolute, and relative to box
ass (i.e. stellar masses are expressed as m = m � / M box ). In the

bsence of both radiation feedback and outflow feedback the relative 
ass distribution would be identical for all the simulations, and the

bsolute mass distributions would simply scale as f −1/2 , i.e. we should
nd that the absolute mass distributions in the H runs have the same
hape as in the corresponding M runs, but shifted to lower masses by
 factor of 2; similarly, L runs should be shifted a factor of 2 higher
n absolute mass than M runs. 

We begin by looking at the two sets of plots in Fig. 5 , which shows
he evolution of the median and 25th to 75th percentile ranges of the
ink particle mass distributions for all sets of simulations. Here we
easure the median and percentiles with respect to stellar mass rather

han number, i.e. if m 25 is the 25th percentile mass, this means that
he stars with masses m < m 25 together constitute 25 per cent of the
tellar mass in the simulation at that time, not that they are 25 per cent
f the stars by number. 2 From the plots we can see that the median
asses are relatively converged by the time we reach 5 per cent
FE, and are increasing only very slowly. Though most of the sink
articles at 5 per cent SFE are still accreting, this is counterbalanced 
y the fact that new sink particles are forming at the same time.
herefore, the population as a whole has reached nearly a steady
tate distribution. When measured on an absolute scale (top panels), 
e see that the median mass, along with the 25th to 75th percentile

ange, decreases as the surface density increases, as we would expect.
o we ver, the decrease is not by exactly the amount that would be

xpected for scale-free behaviour; when measured relative to the box 
ass, the stellar mass distributions are not identical but instead show

lear variations. 
To explore these differences further, in Fig. 6 we show the

umulative mass functions of the runs at 5 per cent SFE, again 
n both an absolute and a relative mass scale; as with Fig. 5 , we
easure the CDF with respect to mass, not number. From Fig. 6 it

s clearly evident that the radiation feedback and outflow feedback 
ave broken the symmetry between these runs. Ho we ver, the ef fect
s not simply a shift in the median, but is rather a change in the
hape as well. The mass range in the higher surface density cases is
arrower than for lower surface density runs. Measured relative to 
he box mass, we see a characteristic pattern that the higher surface
ensity runs (blue) have fe wer lo w-mass stars (i.e. the CDF begins
o rise abo v e zero at higher mass), but the same runs also have fewer
ery high mass stars (i.e. the CDF approaches unity at lower mass).
iewed on an absolute scale, the higher surface density runs have

MFs that are both lower in mean mass and narrower in range of
ass. The no-feedback run appears as a continuation of this trend,

.e. the absolute mass scale is even larger than for run L1, and the
MNRAS 516, 5712–5725 (2022) 
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M

Figure 5. Solid lines show the evolution of the median of the sink particle 
mass distribution for realization 1 (top two panels) and realization 2 (bottom 

two panels), while the shaded regions around them show the 25th to 75th 
percentile range; here medians and percentiles are measured with respect to 
mass rather than number, i.e. the mass m � plotted is the one for which half 
the stellar mass is in stars with masses < m � . In each pair of panels, the upper 
one shows the absolute mass expressed in M �, while the lower one shows 
the mass e xpressed relativ e to the box mass M box . The black, red, blue lines 
and shaded regions correspond to the L, M, and H runs, respectively. 
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Figure 6. Cumulative distribution function (CDF) of the sink particle masses 
of the simulations; we show realization 1 in the upper pair of panels, and 
realization 2 in the lower pair. The black, red and blue lines refer to the low, 
medium and high surface density runs. The green line denotes the run with no 
feedback. The left sides of both pairs of panels show the CDF with respect to 
absolute stellar mass, while the right sides show the CDF for mass measured 
relative to the box mass M box . The low surface density runs have a broader 
mass range and higher mean mass than the higher surface density runs. The 
no-feedback run is a continuation of this trend with a broader mass range and 
higher mean mass than the lower surface density runs. 
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.3 The effect of radiation feedback on the simulations 

e now seek to understand the mechanisms by which feedback
reaks the symmetry between our different cases and produces the
ifferences in the IMF that we hav e observ ed. We be gin in this
ection by studying the effects of radiation feedback, which alters
he gas temperature distribution. Fig. 7 shows the distribution of the
as mass with both density and temperature in runs L1, M1, and H1
t SFEs of 1 per cent and 5 per cent. In this and all similar figures in
his section, realization 2 is qualitatively the same as realization 1,
o we only show plots of realization 1 for reasons of space. From the
lot it is clear that as the surface density increases the simulations
NRAS 516, 5712–5725 (2022) 
ecome progressively warmer, therefore suppressing fragmentation.
his is consistent with earlier studies of radiation feedback, both
umerical (e.g. Krumholz et al. 2010 ; Myers et al. 2011 ; Mathew &
ederrath 2020 , 2021 ) and analytic (e.g. Chakrabarti & McKee 2005 ;
rumholz 2006 , 2011 ; Krumholz & McKee 2008 ; Guszejnov et al.
016 ) which find that higher surface densities trap radiation more
f fecti vely, leading to systematically higher gas temperatures at fixed
atio of stellar mass to gas mass. To help visualize this effect, the
ashed lines in Fig. 7 illustrate loci of constant box-normalized Jeans
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Figure 7. The joint distribution of normalized density ρ/ ρ0 and temperature T for runs L1, M1, H1 (left to right). The top row shows the state of the simulations 
at 1 per cent SFE and the bottom row at 5 per cent SFE. The colour bar shows how much mass is in each density-temperature bin. Dashed lines indicate loci of 
constant box-normalized Jeans mass M J / M box ; lines are spaced logarithmically at intervals of 0.5 dex, with the left-most line corresponding to log M J / M box = 

−2. 
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Figure 8. CDFs of M J / M box in runs L1, M1, and H1 (black, red and blue 
lines) at SFEs of 1 per cent (left) and 5 per cent (right). The dashed one-to-one 
lines indicate a minimum condition for fragmentation: for any mass M J / M box 

for which the CDF falls below the dashed line, there is less than a single mass 
of Jeans material in the box, and thus it is impossible to create an object of 
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ass M J / M box , where 

 J = 

π

6 

(
k B T 

Gμ

)3 / 2 1 

ρ1 / 2 
(9) 

s the Jeans mass. It is clear that, as we mo v e from L1 to M1 to H1,
he mass distribution shifts systematically to the left relative to these 
ines, indicating less mass at low M J / M box . 

To explore this effect further, we show the 1D mass-weighted 
DF of M J / M box in Fig. 8 . The way to interpret this plot is that each
oint on the horizontal axis corresponds to one of the dashed lines
n Fig. 7 , with higher values of M J / M box (moving right in Fig. 8 )
orresponding to moving left in Fig. 7 . The value on the vertical
xis in Fig. 8 indicates what fraction of the mass in the simulation
ies to the right of the corresponding dashed line in Fig. 7 . We see a
lear trend with surface density: in run M1, the distribution extends 
o lower M J / M box than in L1, which in turn extends to lower values
han H1. 

To visualize how this trend might impact fragmentation, in the 
lot we also show the 1-1 relation (dashed lines). The significance 
f the 1-1 lines becomes clear if we recall that the CDF is also a
uantity measured in units of a fraction of the total simulation mass
 box . Consider for example M J / M box = 10 −5 at a SFE of 1 per cent

left-hand panel). Examining the plot, we see that the CDF of run
1 is below the 1-1 line at this value of M J / M box ; the CDF value
that mass via gravitational collapse. 
MNRAS 516, 5712–5725 (2022) 
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Figure 9. Accretion weighted mean surface escape speed of the simulations 
against SFE. The solid lines are realization 1 and the dashed lines are 
realization 2. 
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ere is ≈10 −6.2 , i.e. the amount of mass in the box for which M J <

0 −5 M box is ≈10 −6.2 M box . Thus, in the entire simulation box, there
s only ≈ 10 −6 . 2 / 10 −5 = 6 . 3 per cent of a Jeans mass of material
ense and cold enough that its Jeans mass is < 10 −5 M box – there is
oo little mass in the box to make even a single object this small
ia gravitational collapse. By contrast, at the same value of M J / M box ,
un L1 is abo v e the 1-1 line, and has a CDF value of ≈10 −4.8 , so
here is 1 ≈ 10 −4 . 8 / 10 −5 = 160 per cent of a Jeans mass of material.
f course this is only a necessary condition for the creation of

uch a small collapsed object, not a sufficient one; the CDF is a
oint statistic, and tells us nothing about how this mass is arranged.
t may be split up into a dozen locations spread throughout the
imulation volume, such that no single contiguous region has enough
ass to be gravitationally unstable and collapse. Nonetheless, it

s clear that runs L1 and H1 are fundamentally different at this
ass: run L1 can in principle make collapsed objects with masses

s small as 10 −5 M box , while run H1 cannot. The intersection of the
ashed 1-1 line with the CDF therefore represents at least a rough
stimate of the minimum object mass that it is possible for gravity to
roduce. 
Armed with this understanding, we can now make sense of the

ifferences we observe at the low-mass ends of the IMFs produced
n the different simulations. Fig. 8 shows that fragmentation to the
mallest objects is suppressed more at the higher surface density
uns than the lower surface density runs. Thus radiative feedback
uppresses the IMFs at the low mass end, which is exactly what
e observe: when measured in box-normalized units, run H has

e wer very lo w-mass stars, and run L has more. Ho we ver, we
emind readers that this statement applies to masses measured in
ormalized units – while radiation feedback does push the low end
f the IMF upward in run H1 compared to L1, it does not do so
y enough to fully compensate for the o v erall lower value of the
ean Jeans mass in run H1 compared to L1. Thus the lowest-mass

tars in run H1 are still (slightly) smaller than those in run L1 –
ust by much less than the factor of four difference that would be
 xpected giv en the differences in mean density between the two
ases. 

Ho we ver, our analysis thus far does not explain what is happening
t the high-mass end of the IMF. If radiation were the only actor,
e would expect that at higher surface density, more mass should be

ccreted on to the high mass stars as well, leading the o v erall IMF
o shift upwards (in normalized units). That is not what we observe
n Fig. 6 . This suggests that outflow rather than radiative feedback is
ominant at the high mass end of the IMF. We turn to this question
ext. 

.4 The effect of the outflow feedback on the simulations 

f radiation feedback were the only feedback mechanism operating,
ur analysis from the previous section suggest that we should we
hould see a uniform shift of the IMF towards higher (normalized)
asses in the high surface density simulations. Ho we ver, this is not
hat we observe: the higher surface density simulations produce

e wer lo w-mass stars (i.e. the IMF is shifted upward at the lo w-
ass end), but also fewer – or at least an equal number of – high-
ass stars. There is no obvious mechanism by which radiation could

roduce such an effect, since in the high surface density runs are
niformly warmer, and higher temperature fa v ours more massive
bjects. Instead, the most likely explanation is that the decrease, or
ack of increase, in the abundance of high-mass stars in the high
urface density runs is that protostellar outflow feedback is breaking
NRAS 516, 5712–5725 (2022) 
p the gas more ef fecti vely in these runs, making it harder for more
assive objects to grow. 
To understand how and why outflow feedback depends on the

urface density, in Fig. 9 we show the evolution of accretion rate-
eighted mean surface escape speed of the runs as a function SFE.
his quantity matters for outflows, because our outflow prescription

inks the outflow velocity to the stellar surface escape speed –
tars with higher escape speeds have faster outflows – and thus
he accretion rate-weighted mean surface escape speed is directly
roportional to the outflow momentum flux. The correlation between
urface escape speed and outflow speed implemented in our model is
oth seen observationally (and references therein Richer et al. 2000 )
nd expected theoretically (and references therein Konigl & Pudritz
000 ), since outflows are launched from close to the stellar surface;
ee Cunningham et al. ( 2011 ) and Federrath et al. ( 2014 ) for details.

From the plot it is clear that the lower surface density runs have
ystematically higher escape speed than the high surface density runs,
nd thus inject more outflow momentum (in normalized units). This
ifference occurs because in physical time units, the lower surface
ensity runs take the longest to reach any given SFE, which gives
he stars more time to contract toward the main sequence. Just as the
ptical depth of the domain is a quantity that is not conserved as we
escale from the L to the M to the H runs, and this breaks the symmetry
ith respect to radiation feedback, the number of Kelvin-Helmholtz

imes per free-fall time is also not conserved under rescaling, and
his breaks the symmetry with respect to outflow feedback. 

To see how this symmetry breaking manifests in the simulations,
n Fig. 10 we show the outflow kinetic energy, scalar momentum
nd volume occupied normalized to the box kinetic energy, mo-
entum and volume; formally, we normalize the kinetic energy by

1 / 2) M box σ
2 
v (where σ v is the initial 3D velocity dispersion), the

omentum to M box σ v , and the volume to L 

3 . For the purposes of
his plot, we define outflow material using ORION2 ’s passive scalar
apability: material that is accreted by stars and then re-inserted into
he computational domain by our stellar ouflow prescription is tagged
ith a passive scalar that is conservatively transported thereafter, and

hus in every cell at every time we know the partial density ρout of
utflow material. The outflow kinetic energy, scalar momentum and

art/stac2642_f9.eps
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Figure 10. Outflow kinetic energy, outflow momentum and outflow volume 
relative to the box kinetic energy, momentum, and volume, all as a function 
of SFE. The solid lines represent realization 1 and the dashed lines represent 
realization 2. 
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Figure 11. CDF of the sink particle masses of the simulations (dashed lines) 
compared to the CDF for a population of stars with the same total stellar mass 
as the simulations drawn form a Chabrier ( 2005 ) IMF; for the Chabrier IMFs, 
the central solid line is the 50th percentile value, and the shaded region shows 
the 25th–75th percentile range. The black, red and blue lines refer to the low, 
medium and high surface density runs. Note that the step-like discontinuity 
at high mass in the Chabrier IMF is a real effect, caused by the fact that there 
is a single most massive star in any real sample, which for the small clusters 
we are producing contains a not insignificant fraction of the total mass. 
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olume in a given cell of total density ρ, velocity v, and volume V
re then (1/2) ρout v 

2 , ρout v, and ( ρout / ρ) V . 
Examining Fig. 10 , we see that outflows in the low surface density

uns carry almost three times as much kinetic energy and twice as
uch scalar momentum, and occupy twice as much volume, as in the

igh surface density runs. Again, we remind the reader that, due to
he symmetry between the L, M, and H runs, by construction the only
ossible sources for these differences are the differing rates of outflow 

omentum injection (c.f. Fig. 9 ), or a secondary effect of the differing
emperature distributions that results from the broken symmetry of 
tellar radiation feedback. Regardless of the source of the difference, 
ne might expect based on Fig. 10 that outflow feedback would 
e more ef fecti ve in the L runs, not the H ones as we seem to
equire. Ho we ver, the higher outflow occupation volume, coupled 
ith the more fragmented and less filamentary density distribution 
e see in Fig. 1 , suggests a solution. The greater outflow injection
omentum in the low surface density runs makes it easier for the

utflows to punch holes in the collapsing cores in these cases. The
utflows rapidly break out of the dense gas, transferring less of their
omentum in the process, and more easily reaching low-density 

e gions where the y are able to expand and occupy more volume.
his leads to less fragmentation of the dense gas in the low surface
ensity runs, and therefore makes outflow feedback less effective, 
eading to a heavier IMF at the massive end. 

 DISCUSSION  

.1 Implications for IMF variations 

n this section, we compare our IMF with the observable IMFs.
or the purpose of quantitative comparison between simulation and 
bservation we compare the CDFs from our simulations with the 
habrier ( 2005 ) IMF. Since our simulations do not produce enough

tars to fully sample the high mass end of the mass distribution, it
s important to perform this comparison accounting for stochastic 
ffects. For this purpose we generate 50 000 clusters with masses of
00, 50, and 25 M �, corresponding to the total masses in our L, M,
nd H runs. To create these clusters we draw stars from a Chabrier
MF truncated at 0.01 M � on the lower end and 120 M � on the
igher end. In this manner we generate 50 000 sample clusters for
ach of our target masses; we then compute the CDF for each of the
amples, from which we can compute the the p th percentile value of
he CDF at any given stellar mass m � , which we can compare to our
imulation CDFs as shown in Fig. 6 . We show this comparison in
ig. 11 , plotting the 25th, 50th and 75th percentiles (again computed
y mass) for the sample clusters. 
Fig. 11 shows the CDFs of runs L1, M1, and H1, along with the

DFs produced by drawing stellar populations of equal mass from a
habrier IMF. It is obvious from the plot that run L1 is reasonably
lose to a Chabrier IMF, while both runs M1 and H1 are shifted
o much lower masses. Much of this shift is at the high mass end,
here our simulations do not form as many massive stars as would
e expected from an unbiased draw from the IMF. In the L1 runs
0 per cent of the total stellar mass is stored in stars > 1 M � while the
 run produces no stars > 1 M �. This is at least in part a time effect,

n the sense that, while we have run long enough for the median mass
n our simulations to stabilise, we have not run long enough for the
op of the mass distribution to do so; indeed, this is obvious simply
rom the fact that, since we stop the simulations at 5 per cent SFE,
e could not have formed a star more massive than 50 M � in run
 (100 M � in L, 25 M � in H) even if all the collapsed mass had

one into a single object. Accounting for this effect, it is clear that
he typical stellar mass in run L1 is reasonably close to what might
e expected from a Charbrier IMF, while that in runs M1 and H1 is
ubstantially lower. 

.2 Implications for the mass to light ratio in early type galaxies

s discussed in Section 1 , one of the primary moti v ations for this
ork is to attempt to understand the variations in apparent IMF that
ave been observed in early type galaxies (ETGs). While there are
ultiple lines of evidence for this variation, the most straightforward 
MNRAS 516, 5712–5725 (2022) 
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M

Figure 12. The top panel shows the mass to light ratio of the stellar 
population formed in the simulations in Solar units, and for comparison the 
mass to light ratio of stars drawn from a Chabrier ( 2005 ) IMF and a Salpeter 
( 1955 ) (dashed lines), all as a function of age. The black, red, blue solid 
lines are of the simulations L1, M1, H1 respectively. The bottom panel shows 
the IMF mismatch parameter α = ( M / L )/( M / L ) Chabrier , again as a function of 
stellar population age. The yellow band shows the range of α values of 41 
ETG from Gu et al. ( 2022 ). 
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o extract from out simulations is the mass to light ratio of the stellar
opulations we produce. In this section we therefore look at the mass
o light ratio in our simulations for the purpose of comparing to that
n observed galaxies. We calculate this by using the SLUG stellar
opulation synthesis code (da Silva, Fumagalli & Krumholz 2012 ;
rumholz et al. 2015 ) to generate isochrones at stellar population

ges from 5 Gyr to 10 Gyr, using the MIST stellar evolution tracks
Choi et al. 2016 ) and Starburst99-style stellar atmosphere models
Leitherer et al. 1999 ). Each isochrone provides a prediction of
resent-day mass, bolometric luminosity, and luminosity in a range
f photometric filters as a function of initial mass for stars with
nitial mass ≥ 0 . 1 M �; we assume that the luminosities of stars
ith initial masses less than 0.1 M � are negligible, and that these

tars also experience negligible mass loss. We further assume that
ll stars with initial mass < 8 M � (which are all the stars formed
n our simulations) that reach the end of their liv es leav e behind
.7 M � white dwarf remnants. We use the isochrone to calculate the
uminosity and present-day mass of all the stars formed in each of
ur simulations at ages from 5 − 10 Gyr, and from these we calculate
he mass to light ratio of the stellar population as a function of age for
ach of our simulations. For comparison, we use the same isochrones
o calculate the mass to light ratio of Chabrier ( 2005 ) and Salpeter
 1955 , truncated at a lower mass limit of 0 . 1 M �) IMFs at the same
ges. We use the SDSS r band for this calculation, but results are
ualitatively similar in other filters. 
The upper panel of Fig. 12 shows the mass to light ratio for the

tellar populations produced in our simulations, and for comparison
he dashed and dotted lines show the mass to light ratios of
opulations drawn from Chabrier and Salpeter IMFs at the same
ge. We see that L1 has a mass to light ratio intermediate similar
o or slightly lower than Salpeter, M1 is a few tenths of a dex
eavier than Salpeter, while H1 is much heavier. Thus the IMF
ariations we measure in our simulations would manifest as mass
o light ratio variations in observations at levels comparable to those
NRAS 516, 5712–5725 (2022) 
bserved between ETGs and local spirals. The differences between
he simulations, and between the simulations and the Chabrier and
alpeter IMF, are much larger than can plausibly be explained by
ampling effects associated with the difference in total stellar mass
etween the runs, as we demonstrate in Appendix A . 

To emphasize the similarity between the M / L variations we find
n our simulations and those seen in observations, the lower panel of
ig. 12 shows the IMF mismatch parameter, α = ( M / L )/( M / L ) Chabrier ;

.e. α = 1 corresponds to a stellar population that has the same M / L
s a Chabrier IMF. For comparison, the yellow band shows the range
f α measured for 41 ETGs by Gu et al. ( 2022 ); the band shown
hows the range that contains 90 per cent of their sample values.
he dashed line shows the mismatch parameter of Salpeter IMF. Gu
t al. find that most of their sample galaxies have IMFs that deviate
rom their reference Chabrier IMF. In Fig. 12 , we can see that run
1’s mismatch parameter is similar to that measured by Gu et al.,
hile M1 has a slightly heavier IMF and H1 a much heavier one.
he absolute value of α is probably not of tremendous significance
ere, due to the systematic uncertainties in both the simulations and
he observations. The more significant point is that our L and M runs
re producing differences in mass to light ratio comparable to those
bserved between ETGs and local spirals. They therefore provide a
lausible explanation for how such M / L variations could arise. 

.3 Effects of systematic variations of SFE 

n this paper, we have run our simulations up to 5 per cent SFE. At
his fixed SFE, the median and the percentile ranges of the stellar

ass do approach a steady state. Ho we ver, the IMF is not fully
onverged at this point, because the simulations do not produce
nough massive stars to fully sample the IMF at the massive end.
his has potentially important implications for variations of the IMF,
ecause Guszejnov et al. ( 2022 ) find that the final SFE of a cloud
aries systematically with the cloud surface density. They argue
hat this variation suppresses variations in the IMF, because in their
imulations the lower stellar masses found in higher surface density
louds at fixed SFE are largely cancelled by a systematic increase in
tellar mass with SFE, coupled with higher SFEs in higher surface
ensity clouds. 
While our simulations do not contain massive stars capable of

isrupting clouds and thus limiting the final SFE, even if there were
ystematic SFE variations, it seems unlikely that this effect could
ully remo v e the IMF variations we have found. To demonstrate this,
n Fig. 13 we show the mass functions of run L1 and M1 at 1 per cent ,
 per cent , and 5 per cent SFE; we omit H1 and realization 2 to a v oid
lutter, but the results are qualitatively similar. Significantly, we see
hat (1) the CDFs at 3 per cent and 5 per cent are very similar, so
eplacing one with the other would make relatively little difference,
nd (2) even if the SFE were to vary much more extremely, for
xample reaching 1 per cent in the low surface density case and
 per cent in the medium surface density case, the IMF at medium
urf ace density w ould still be more bottom-heavy than at low surface
ensity. This plot clearly shows that while a systematic increase of
FE with surface density would decrease but not completely remo v e
ystematic variations of the IMF. 

We also caution against accepting uncritically the conclusion that
he final SFE in a real galactic environment will match that predicted
y simulations of isolated molecular clouds. These simulations
ssume that clouds can be disrupted only by internal feedback, and
hat the external environment plays no role. Ho we ver, it is far from
lear that this is true in realistic galactic environment. For example,
effreson & Kruijssen ( 2018 ) and Jeffreson et al. ( 2020 ) find that
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Figure 13. Same as Fig. 6 , but showing CDFs of the sink particle masses of 
runs L1 and M1 at three different SFEs. The red and black solid lines shows 
the CDF at 5 per cent SFE while the dashed and dash-dotted line represents 
the CDF at 1 per cent and 3 per cent SFE. 
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iant molecular cloud lifetimes are mostly set by internal feedback 
n low-pressure Milky Way outer disc-like environments, but that 
t higher pressures, as would be rele v ant for our M and H runs,
nvironmental effects such as galactic shear, external pressure, and 
ngoing accretion become increasingly important. It is therefore not 
lear that the final SFE in a realistic environment will follow the
solated-cloud scaling found in Guszejnov et al. ( 2022 ). 

.4 Alternati v e scaling 

n our simulations we have kept the dimensionless parameters 
onstant by holding the gas temperature T (or equi v alently the sound
peed c s ) constant while the box mass and box size vary. In the
bsence of any kind of feedback mechanism we expect the stellar
ass to scale just exactly like the Jeans mass, M J ∝ ρ−1/2 T 

3/2 ,
hich, given the relationship between density and surface density 

n our scalings, implies M J ∝ � 

−1 . Radiation feedback flattens this
elationship considerably in our simulations, because radiation is 
rapped more ef fecti vely and thus provides stronger feedback at 
igher �. This leads to a characteristic stellar mass that still decreases
ith �, but significantly less strongly than � 

−1 . 
Ho we ver, holding T constant while varying the box size and mass

s not the only possible way to hold the dimensionless numbers 
Mach number, Alfv ́en Mach number, virial parameter) constant. It 
s therefore of interest to consider how the stellar mass might vary
f instead of having a constant background temperature and sound 
peed with a variable box mass, we instead varied the sound speed
nd temperature while keeping a constant mass in the box. Constant
ox mass implies that the box length L and density ρ vary with
urface density as L ∝ � 

−1/2 and ρ ∝ L 

−3 ∝ � 

3/2 , respectively.
ince the Mach number is constant, the velocity dispersion must 
cale with sound speed as σ v ∝ c s , and thus with temperature as
v ∝ T 

1/2 . Similarly, since the box mass and virial ratio are constant,
quation ( 4 ) implies σ v ∝ L 

−1/2 ∝ �, and therefore we can also
educe that T ∝ � 

1/2 . Combining these scalings, since the Jeans
ass M J ∝ T 

3/2 ρ−1/2 , in this scenario in the absence of any feedback
echanism, M J will be independent of �. We can think of this as
eing due to a cancellation: a smaller cloud of fixed mass has higher
ensity, which fa v ours fragmentation to smaller masses, but also
equires higher velocity dispersion to remain at constant virial ratio, 
hich in turn implies higher temperature if the Mach number is also

onstant. This higher temperature suppresses fragmentation, exactly 
ancelling the density effect. 

As in our fiducial scaling where we hold T constant, this provides
 zeroth-order answer to how we might expect the characteristic 
tellar mass to vary with the surface density of the environment.
he first-order answer must then incorporate the effects of feedback, 
nd in particular how radiative suppression of fragmentation will 
perate as a function of �. The main effect we have identified
n this paper will still operate, in that higher � clouds will trap
adiation more ef fecti v ely, and thus we e xpect radiation feedback to
e more ef fecti ve at higher �. Ho we ver, in the alternati ve scaling
cenario where we vary T , there is a countervailing effect that we
ust consider. In a cloud where the background temperature is lower,
e expect that radiation feedback will be more ef fecti ve at pushing

he characteristic mass upwards, since injecting the same amount of 
hermal energy from starlight will lead to a larger perturbation to the
emperature. Conversely, radiation feedback will be less ef fecti ve 
hen the background temperature is higher, resulting in a lower 

haracteristic mass relative to the box mass despite the jeans mass
eing higher. Since T ∝ 

√ 

� in this alternative scaling, we might
xpect radiation feedback to be less ef fecti ve rather than more
f fecti ve at higher �. It is unclear, and we probably cannot determine
bsent full simulations, whether this effect is stronger or weaker than
he optical depth effect, which points in the opposite direction. Thus
t is unclear whether the resulting characteristic stellar mass with 
eedback would be slightly increasing or slightly decreasing with �; 
n either case, though, it seems likely to scale with � less strongly
han for our fiducial case. 

We emphasize, ho we ver, that while this alternative scaling is useful
s a thought e x ercise, it is unlikely to be astrophysically realized.

hile there are good physical reasons for the temperatures in star-
orming clouds to be only weakly dependent on galactic environment 
mostly that CO and dust cooling provide very ef fecti ve thermostats

e.g. see Sharda & Krumholz 2022 ), there is no obvious reason
hy clouds should have fixed Mach numbers. Indeed, observations 

uggest that they clearly do not, since the observed molecular gas
elocity dispersions in some starburst galaxies easily reach ten times 
hose found in the Milky Way (e.g. Scoville et al. 2017 ), but the
as temperatures are not 100 times larger, as would be required
or constant M . Nonetheless, to the extent that the background
emperature does increase with �, even if not enough to maintain
onstant M , our analysis abo v e suggests that this would somewhat
atten the dependence of stellar mass on � compared to our
umerical results. 

 C O N C L U S I O N S  

n this paper we present a new set of magnetohydrodynamic simu-
ations including both radiation and protostellar outflow feedback, 
hich we use to explore environmental variations of the IMF. The
oal of these simulations is to isolate the interaction of feedback with
he star-forming environment, something we achieve by setting up 
xperiments in which we keep the dimensionless parameters constant 
o that, in the absence of feedback, our simulations representing 
ifferent star-forming environments would all simply be rescaled 
ersions of one another, and thus would yield statistically identical 
ass distributions when normalized to the total simulation mass. We 
MNRAS 516, 5712–5725 (2022) 
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hen systematically vary the surface density of the star-forming envi-
onment, carrying out two different realizations for each environment
f interest to obtain more robust statistics. 
We find that as the surface density increases the median stellar mass

ecreases and the mass range of the IMF becomes narrower. Both
he radiation feedback and protostellar outflow feedback contribute
o these differences, but in different ways. Radiation feedback
uppresses fragmentation to smaller objects, and does so with
ncreasing ef fecti veness as the surface density rises and radiation is
rapped more ef fecti vely. This pushes the low end of the IMF upwards
n higher surface density environments, though not by enough to
ully compensate for the decrease in Jeans mass with increasing
ensity. 
Ho we ver, if this were the only feedback mechanism, we would

xpect the entire IMF to shift upward due to radiation, which is not
hat we find. Instead, we find that outflow feedback is dominant

t the high mass end of the IMF. When the surface density is
ow, stars contract further towards the main sequence during star
ormation, yielding more powerful outflows that can easily escape to
ow density regions where they are able to expand and occupy more
olume. Conversely, this makes them less ef fecti ve as a feedback
echanism, since it leads to less fragmentation of the dense gas.
y contrast, weaker outflows are trapped in dense gas, where they
reakup massive clumps more effectively, suppressing massive star
ormation. The combination of these two effects – more ef fecti ve
utflow suppression of high-mass stars at high surface density, and
ore ef fecti ve radiati ve suppression of low mass stars – together lead

o a narrower IMF at higher surface density. 
We also explore the implications of our simulations for under-

tanding the mass to light ratio variations observed in ETGs. The
MF variations we find produce shifts in the mass to light ratio of
ld stellar populations that are qualitatively consistent with those
nferred from observations. The shifts are also directionally correct,
n the sense that denser star-forming environments, as might be
xpected to characterize the environments in which the stars of ETGs
ormed, give rise to stellar populations with higher mass to light ratios
nce they reach ∼10 Gyr ages. Thus our results provide a potential
xplanation for the origin of these variations. 
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PPENDI X  A :  MASS  TO  L I G H T  R AT I O S  W ITH  

INITE  MASSES  

ur simulations differ from each other in the total mass of stars
hey produce, and the finite masses found in them also differ from
he infinitely-sampled limit we use to calculate our fiducial mass to
ight ratios for the Salpeter ( 1955 ) and Chabrier ( 2005 ) IMFs. It is
herefore important to verify that the differences in mass to light
atio that we find are not due to the effects of sampling different
otal stellar masses in each case. To carry out this check, we repeat
he SLUG calculations described in Section 4.2 to create synthetic 
lusters with total masses 100, 50, and 25 M �, corresponding to
he total stellar masses in L, M, and H runs. For this experiment
e draw stars from a Chabrier ( 2005 ) IMF truncated at 0.01 M � at

he low mass end and 120 M � at the high mass end. We generate
0 000 clusters for each of our target masses, and for each run we
ompute M / L as a function of age from 5–10 Gyr, exactly as in
ection 4.2 . 
Fig. A1 shows the mean mass to light ratios of these finite-mass

xperiments, in comparison to the infinitely-sampled limit. We see 
hat, not surprisingly, the effects are largest for run H, which has
he smallest total mass, but that the effects o v erall are nev er large.
he maximum difference between the finite-mass and infinitely- 
ampled results never exceeds ≈0.05 dex. Comparison to Fig. 12 
hows that such differences are much smaller than the differences we
nd between the different runs, and between them and the Chabrier
 2005 ) IMF. 

igure A1. The solid black line shows the mass to light ratio of an infinitely-
assive simple stellar population with a Chabrier ( 2005 ) IMF as a function

f age. The black, red, and blue dashed lines show the mean mass to light
atios of stellar populations drawn from the same IMF with total masses of
00, 50, and 25 M �, corresponding to the total stellar masses in runs L, M,
nd H. 
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