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ABSTRACT
Understanding the evolution of the N/O ratio in the interstellar medium (ISM) of galaxies is essential if we are to complete our
picture of the chemical evolution of galaxies at high redshift, since most observational calibrations of O/H implicitly depend
upon the intrinsic N/O ratio. The observed N/O ratio, however, shows large scatter at low O/H, and is strongly dependent on
galactic environment. We show that several heretofore unexplained features of the N/O distribution at low O/H can be explained
by the N seen in metal-poor galaxies being mostly primary nitrogen that is returned to the ISM via pre-supernova winds from
rapidly rotating massive stars (M � 10 M�, v/vcrit � 0.4). This mechanism naturally produces the observed N/O plateau at low
O/H. We show that the large scatter in N/O at low O/H also arises naturally from variations in star-formation efficiency. By
contrast, models in which the N and O come primarily from supernovae provide a very poor fit to the observed abundance
distribution. We propose that the peculiar abundance patterns we observe at low O/H are a signature that dwarf galaxies retain
little of their SN ejecta, leaving them with abundance patterns typical of winds.
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1 IN T RO D U C T I O N

The chemical history of nitrogen in the Universe is both very impor-
tant for observations and very poorly understood. Observationally, N
is important because accurate measurements of metallicity in high-
redshift galaxies are heavily reliant on an accurate estimate of the
N/O ratio. For example, one of the best abundance diagnostics is
based upon the [N II]/[O II] ratio (Kewley & Dopita 2002). At high
redshift the [O II]λλ3727, 3729 doublet is often unobservable, and
calibrations based upon the [N II]/H α ratio (Denicoló, Terlevich &
Terlevich 2002) or the [N II]/[O III] ratio (Pettini & Pagel 2004) are
used instead. Sometimes, only the red lines of H α, [N II]λ6584, and
the [S II]λλ6717, 6731 doublet are observed, so the calibration of the
O/H ratio must rely on indirect methods of determination using either
the [N II]/H α ratio, the [N II]/ [S II] ratio, or some judiciously chosen
combination of these (Dopita et al. 2016). All of these methods rely
on us having at least an approximate understanding of the N/O ratio
and its evolution with overall metallicity.

However, that understanding is poor, because the chemical origins
of nitrogen are complex. Oxygen is a primary element, since its main
origin site is in stars undergoing triple-α fusion, a process that does
not depend on the presence of a pre-existing supply of C or O in the
star that was inherited from the interstellar medium (ISM). Nitrogen,
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by contrast, can be both a primary and a secondary element, and
multiple production sites are possible for both. Secondary production
occurs in massive stars undergoing CNO burning catalysed by
C inherited from the ISM, either in the core during the main
sequence or in a shell after it (e.g. Meynet & Maeder 2002). Primary
production occurs both in intermediate-mass post-main sequence
stars undergoing hot bottom burning (e.g. Marigo 2001), and in
rapidly rotating massive stars where CNO burning occurs in a shell,
but the C that catalyses the reaction is rotationally dredged up from
the helium-burning core rather than having been inherited from
the ISM (e.g. Meynet & Maeder 2002). Which production channel
dominates, and under what circumstances, has strong implications
for the N/O ratio and its evolution. In simple closed box models,
Edmunds & Pagel (1978) showed that the abundances of primary
elements scale with the remaining gas fraction μ as ZP∝ln (1/μ),
while those of secondary elements, whose production rate depends
on the amount of C and O already created, scale as ZS∝[ln (1/μ)]2.
Thus if the predominant N production mechanism is primary, the
N/O ratio should be independent of total O metallicity, while if the
secondary channel dominates we should expect N/O∝O/H.

Given the challenges of modelling nitrogen production and
the evolution of the N/O ratio theoretically, many authors have
undertaken direct observational studies. There are three primary
approaches available. First, one can use metal-poor Milky Way
halo stars as archaeological records of N production. Secondly, one
can study N and O abundances in the H II regions of the Milky
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Way and nearby galaxies, with local galaxies at different overall
metallicities serving as proxies for studying N production in galaxies
at different redshifts. Finally, one can study high-redshift galaxies
directly, hoping to observe N and O in situ.

Stellar studies suggest that N can be both a primary and a secondary
element depending on environment. For example, Israelian et al.
(2004) survey 31 unevolved halo stars with −3.1 ≤ [Fe/H] ≤ 0.
They find that [N/O] is nearly constant for [O/H] �−1.8, suggesting
a primary origin for N, but that there is a correlation between [N/O]
and [O/H] for [O/H] � −1.8, suggesting a changeover to secondary
N production. Spite et al. (2005) analyse 35 stars with −4 ≤ [Fe/H]
≤ −2, and confirm this result that there is no systematic trend in
[N/O] with [O/H] at low metallicity; however, they also find that the
scatter in [N/O] at low metallicities is very broad, suggesting a more
complicated history than simple primary production.

Work on local dwarfs also yields a complex and not easily
interpreted set of results. Izotov & Thuan (1999) measure N and
O abundances in a sample of 50 low-metallicity (Z�/50 < Z <

Z�/7) blue compact galaxies, and find that the N/O ratio is nearly
constant for 12 + log (O/H) < 7.6. Other studies of low-metallicity
local dwarfs also find that N/O does not systematically vary with
O/H at low metallicity, but reveal that there is a ∼1 dex of scatter
in the N/O ratio at fixed O/H (e.g. Kobulnicky & Skillman 1996;
Pérez-Montero & Dı́az 2005; Liang et al. 2006; van Zee & Haynes
2006; Pérez-Montero & Contini 2009; López-Sánchez & Esteban
2010), similar to the large scatter measured in halo stars. While the
lack of systematic N/O variation with O/H might suggest a primary
origin for N at low metallicity, even in spite of the large scatter,
the local studies also show that N/O ratios can vary substantially
on very small (�100 pc) scales (e.g. Kobulnicky et al. 1997; López-
Sánchez et al. 2007; Westmoquette et al. 2013; Kumari et al. 2018).
Such local variations will be erased by turbulent mixing on time-
scales of ∼100 Myr or less (e.g. Yang & Krumholz 2012; Petit
et al. 2015; Krumholz & Ting 2018), so they must be due to a
production process with a short time-scale, implicating massive stars
as the source of the N enhancement. Consistent with this hypothesis,
regions of elevated N/O are correlated with both local maxima in the
star formation rate and regions where the stellar population shows
strong Wolf–Rayet (WR) spectral features, both within a galaxy
and over entire galaxies (Brinchmann, Kunth & Durret 2008). N
enrichment by young, massive stars, suggests a secondary origin,
and implies extremely rapid mass return, since both WR features
and the H α emission used to infer star formation rates are indicators
of stellar populations �5 Myr old.

Measurement of N and O in situ in high redshift galaxies are
challenging for the reasons discussed above. None the less, there
are published results from both emission and absorption studies.
Measurements that attempt to characterize the N/O ratio via emission
from H II regions using a variety of methods find that N/O increases
with star formation rate (Kojima et al. 2017), though Masters, Faisst
& Capak (2016) argue that stellar mass (which correlated with star
formation rate) is in fact the more important variable. However,
these high-z galaxies are at much higher metallicities compared to
local dwarfs. In contrast to the high-redshift emission studies, which
mainly target more metal-rich systems, absorption studies in damped
Lyman α (DLA) systems probe much lower metallicities. The DLA
observations consistently show no correlation between the ratio of N
to various α elements and the α/H ratio (Centurión et al. 1998; Lu,
Sargent & Barlow 1998; Pettini et al. 2002; Prochaska et al. 2002),
similar to the results obtained in H II studies in local dwarfs. There
is disagreement between the various studies about the amount and
pattern of scatter in the N/α ratio, however.

To summarize the observations: studies at low-metallicity, whether
in halo stars, local dwarfs, or DLAs, consistently fail to find a
correlation between N/O and O/H, favouring a primary origin for
N. However, there is extreme scatter in the N/O ratio, suggesting
a complex origin mechanism. At higher metallicity, N/O appears
to increase with O/H, suggesting a secondary origin to N; N/O also
correlates with the total stellar mass and star formation rate. However,
both the detailed structure of the relation between N/O and stellar
mass or star formation, and the presence of extremely local variations
in N/O that are correlated with WR spectral features, seem to require
a channel of N production on short time-scales that is associated with
massive stars. One might presume this to be a secondary channel,
since it is associated with stars undergoing CNO burning.

Our goal in this paper is to revisit the question of the origin
of N and its status as a primary or secondary element at low
metallicity. In particular, we investigate the hypothesis that the
abundance of N at low metallicity, and its relationship to O, can
be explained by mass return from massive stars prior to the onset
of supernovae, as hinted at by the observations showing a strong
correlation between N/O and WR spectral features. To this end,
we carry out an extensive grid of stellar evolution calculations,
following massive stars across a broad range of rotation rate and
metallicity, and we consider a range of scenarios for what might
be retained by low-mass, low-metallicity galaxies versus lost to the
intergalactic or circumgalactic medium. This paper is organized as
follows: in Section 2, we describe our stellar models and theoretical
methods to obtain yields and wind velocities; in Section 3, we discuss
the results; in Section 4, we discuss the possible scenarios for the
origin of N in the very early universe and summarize our primary
findings.

2 ME T H O D S

2.1 Stellar models

Since we are interested in chemical enrichment via stellar winds
prior to supernovae (SNe), we require set of stellar evolution models
capable of predicting enrichment rates. For this purpose, we use
MESA (Paxton et al. 2011, 2013, 2015) to calculate the evolution of
a grid of stellar models described below. Our set of parameter choices
in MESA are identical to that of the MESA Isochrone Stellar Tracks
(MIST) set of MESA runs described in Choi et al. (2016), with small
modifications to improve the treatment of massive stars as described
in Roy et al. (2020). The modifications we describe here will also be
included in the MESA Isochrone Stellar Tracks-II (MIST-II) models
of Dotter et al. (in preparation). We briefly summarize our setup
here for reader convenience, and refer readers to Roy et al. (2020)
for complete details and exploration of the uncertainties in various
parameter choices and their effects:

(i) Mixing mechanisms: We include the following non-rotational
mixing mechanisms: convection, overshoot-convection, and semi-
convective mixing. The rotational and magnetic mixing mecha-
nisms we include are dynamical shear instability, Solberg–Hoiland
instability, secular shear instability, Eddington–Sweet circulation,
Goldreich–Schubert–Fricke instability and Spruit Torques (see Pax-
ton et al. 2013; Roy et al. 2020, and references therein). We calculate
the diffusion coefficients for chemical transport (D) and angular
momentum transport (ν) due to these mechanisms as described in
equations (1) and (2) of Roy et al. (2020).

(ii) Wind mass-loss: We adopt the radiative wind prescriptions
known as Dutch mass-loss scheme in MESA. In this scheme, during
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evolution on the main sequence, when the effective temperature Teff

> 104 K and surface hydrogen mass-fraction Xsurf > 0.4, we use the
mass-loss prescription of Vink, de Koter & Lamers (2001). During
the WR phase, when the effective temperature Teff > 104 K and
surface hydrogen mass-fraction Xsurf < 0.4, we use the Nugis &
Lamers (2000) mass-loss prescription. For the cool stars (Teff <

104 K), we adopt the de Jager, Nieuwenhuijzen & van der Hucht
(1988) empirical formula. For the detailed justifications of these
choices and further explanation of these mass-loss prescriptions in
massive stars, see Choi et al. (2016).

(iii) Initial abundances: Rather than simply adopting scaled Solar
abundances for calculations with [Fe/H] �= 0, we vary the α

abundance [α/Fe] as a function of [Fe/H] following the observed
empirical scaling shown in fig. 2 of Nicholls et al. (2017). Following
that paper, we adopt [α/Fe] = 0.4 for the iron metallicities [Fe/H] ≤
−1.0 that we explore in this work.

We use this setup to calculate the evolution of a grid of models with
initial mass of 10 − 150 M� in steps of 5 M�, at iron metallicities
[Fe/H] = −4 to −2 in steps of −1, and at initial stellar rotation
rates from v/vcrit = 0–0.6 in steps of 0.2. We take v/vcrit = 0.4 to
be our fiducial choice because theoretical models of massive star
formation suggest that rotation rates in this range should be the
norm, independent of metallicity (Rosen, Krumholz & Ramirez-
Ruiz 2012), and unless otherwise noted all the results we show
below are for this case. We run almost all models to the end of
core carbon (12C) burning (defined as when the central 12C mass
fraction falls below 10−4), and a few models to the end O burning
(defined as when the central 16O mass fraction falls below 10−4). For
a few cases the time-step becomes so small that it is impractical to
continue to this point, and we instead halt either when the central
12C mass fraction falls below 5 per cent, or at the end of He burning
(when central 4He is below 10−4 by mass). However, these cases
constitute a small minority of our models – see detailed discussion in
Section 3.1.

2.2 Abundance calculation

The two primary outputs of our grid of stellar evolution models is a
set of time-dependent wind mass-loss rates Ṁw(X, m, t), defined as
the rate at which a star of initial mass m and age t ejects element X in
a wind, and stellar lifetimes t�(m), which we take to be identical to
the time to reach the end of C burning (since the remaining lifetime
thereafter is small). We supplement these outputs of our evolution
calculations with a set of supernova yields MSN(X, m), where MSN(X,
m) is defined as the mass of element X ejected when a star of initial
mass m explodes as a supernova after its lifetime t�. We discuss our
choice of SN yields in Section 2.4. The quantities Ṁw , t�, and MSN

are all functions of the initial composition and rotation rate as well,
but we do not write out these dependence explicitly for reasons of
compactness.

We consider a simple stellar population formed at time t = 0
with an initial mass function (IMF) dn/dm, normalized to have unit
integral. For all the numerical results we present in this paper, we use
a Salpeter (1955) IMF, with a maximum mass of 150 M�. The total
mass of element X returned to the gas phase per unit stellar mass (at
formation) by the stellar population by the time it reaches age t is

ψret(X, t) = 1

〈m〉
∫ ∞

0
[Mw(X,m, t)

+ MSN(X,m)H (t − t�(m))]
dn

dm
dm, (1)

where

〈m〉 =
∫

m
dn

dm
dm (2)

is the mean stellar mass,

Mw(X, m, t) =
∫ t

0
Ṁw(X, m, t ′) dt ′ (3)

is the cumulative mass of element X ejected in winds by a star of initial
mass m up to age t, and H(x) is the Heaviside step function, which
is unity for x > 0 and 0 for x < 0. In equation (1), the first term in
the integral represents the contribution from winds, and the second
represents the contribution from supernovae. We can analogously
define the mass returns ψw and ψSN from winds and supernovae
alone. If the lifetime t�(m) is a monotonically decreasing function of
m, as is the case for our model grid, then this expression can also be
simplified to

ψret(X, t) = ψw(X, t) + ψSN(X, t)

= 1

〈m〉
[∫ ∞

0
Mw(X, m, t)

dn

dm
dm

+
∫ ∞

md

MSN(X,m)
dn

dm
dm

]
, (4)

where md is the ‘death mass’ at age t, given implicitly by t�(md) = t.
Now consider a gaseous reservoir of mass Mg, which instanta-

neously converts a fraction ε∗ of its mass to stars. The mass fractions
of element X in the gas prior to this event are f0(X). A time t after the
star formation event, the mass of any element X in the gas phase is

M(X, t) = [(1 − ε∗)f0(X) + ε∗ψret(X, t)] Mg. (5)

Here the first term represents the mass of element X left in the
gas phase after star formation, while the second term represents the
amount returned by stellar evolution. We can therefore write the
abundance ratio of any two elements as a function of time as:

M(X, t)

M(Y , t)
= (1 − ε∗)f0(X) + ε∗ψret(X, t)

(1 − ε∗)f0(Y ) + ε∗ψret(Y , t)
. (6)

We can also consider the effects of adding additional primordial gas
to this reservoir. Let fp(X) be the fractional abundance of element X
in this primordial gas, and let Mp(t) be the amount of primordial gas
mixed into the reservoir by time t. In this case the abundance ratio
generalizes to

M(X, t)

M(Y , t)
= (1 − ε∗)f0(X) + ε∗ψret(X, t) + εp(t)fp(X)

(1 − ε∗)f0(Y ) + ε∗ψret(Y , t) + εp(t)fp(Y )
, (7)

where εp(t) = Mp(t)/Mg is the fractional mass of primordial gas
added. Again, we can straightforwardly define analogous quantities
for yields due to wind or SNe alone. In terms of number fractions,
the abundance ratio can be written as

N (X, t)

N (Y , t)
= M(X, t)

M(Y , t)

mY

mX

, (8)

where mX is the atomic mass of element X. We will denote the ratio
N(X)/N(Y) by the usual shorthand X/Y in the rest of the paper.

2.3 Stellar wind velocity

In order to address the question of whether wind ejecta are likely
to be retained by the galaxies into which they are injected, we wish
to compute wind velocities as well as yields. Because calculation
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of wind velocities is not included in the standard MESA outputs,1

we post-process the MESA outputs to generate this estimate. To
calculate the wind velocity (vwind) of O stars, we adopt the same
wind models as those used for mass-loss, with some modifications
as described below. For O stars, which we characterize as those with
Teff > 1.1 × 104 K and surface hydrogen abundance XH > 0.4, we use
the Vink, de Koter & Lamers (2000), Vink et al. (2001) prescription
whereby the wind velocity taken to be 1.3vescZ

0.13
surf for stars on the

cool side of the bistability jump, and 2.6vescZ
0.13
surf for stars on the hot

side of the bistability jump; here Zsurf is the surface metallicity, and
vesc is the surface escape speed. We determine whether a given star
is on the hot or cool side of the bistability jump from Vink et al.’s
equation (15).

For WR stars, which are characterized by Teff > 104 but XH <

0.4, our mass-loss prescription comes from Nugis & Lamers (2000).
However, we cannot directly adopt their recommended empirical
scaling for wind speed with stellar parameters, because their scaling
is calibrated entirely at metallicities much higher than the values
with which we are concerned, and a simple extrapolation of their
scalings to the metallicity range relevant to our calculations leads
to unphysically large velocities (in some cases exceeding several
percent of c). Instead, we note that, since WR winds are radiatively
driven, the natural momentum scale for their winds is L/c, where L
is the stellar luminosity. Nugis & Lamers (2000) parametrize this
relationship by

vwind = η
L

Ṁc
, (9)

and find that η ≈ 1 for all their observed stars. We therefore model
WR star wind velocities using equation (9) with η = 1.

Finally, for stars whose effective temperatures are below 104 K,
our mass-loss prescription is taken from the empirical fits of de Jager
et al. (1988), but these authors do not provide an estimate of wind
speeds. We therefore adopt the dust-driven wind model scaling of
Elitzur & Ivezić (2001), vwind ∝ R

−1/2
gd L1/4, where Rgd is the gas-to-

dust ratio. We set the normalization using the empirical calibration
of Goldman et al. (2017), who find a wind speed of 9.4 km s−1

for a Milky Way gas-to-dust ratio; we assume that the gas-to-dust
ratio scales inversely with the stellar surface metallicity Zsurf. For
stars at intermediate temperatures, T = 1.0–1.1 × 104 K, we linearly
interpolate between this case and the O star case described above.

Given the above prescriptions for the wind velocity of each star,
we calculate the mass-loss weighted wind velocity as

〈vwind〉Ṁ =
∫ Mf

Mi
vwindṀ

dn
dm

dm∫ Mf

Mi
Ṁ dn

dm
dm

, (10)

where Mi and Mf are our minimum (10 M�) and maximum (150 M�)
mass from our grid as described in Section 2.1.

2.4 SN models

In order to compare the yields and ejection velocities we compute
from stellar winds to those produced in SN explosions, we require
a set of SN models. Any such choice is complicated by the large
uncertainties in the ultimate fates of massive stars, with possibilities
that include not only ordinary Type II/Ib/Ic SNe, but also direct

1MESA does in fact output a quantity that it describes as the wind velocity,
but this is a rough estimate of the characteristic speed at the base of the
photosphere, not an estimate of the (generally much larger) terminal velocities
produced by line-driven acceleration of massive star winds.

collapse to black hole, pulsational pair-instability SNe (PPISN), and
ordinary pair instability SNe (PISN). The ranges of initial mass,
rotation rate, and metallicity that map to these possible outcomes
are substantially uncertain, and likely non-monotonic in one or
more of the variables (e.g. Sukhbold et al. 2016). Given the large
uncertainties, we adopt a conservative approach and consider only
ordinary Type II SNe, which is almost certainly the fate of all
massive stars with initial masses m � 15 − 20 M�. More massive
stars, depending on their CO core mass at the end of their evolution,
may explode as PISN, and in that case we will have higher SNe ejecta
velocities and yields compared to our results presented in this paper.
Our results, therefore, provide the lower limits of those quantities.

For stars that end their lives as ordinary Type II SNe, we take our
SN yields MSN(X, m) from the published tables of Limongi & Chieffi
(2018). We match our models to Limongi & Chieffi’s tables based on
the He core mass, i.e. for each of our models we measure the He core
mass MHe, core at the end of our MESA simulation, and we interpolate
Limongi & Chieffi’s tabulated yields as a function of MHe, core to set
the yield for our model. Note that the interpolation based on the CO
core mass, MCO, core, also produces the same results. Their metallicity
grid is only partly overlapping with ours – they provide yields for
[Fe/H] = −3 and −2, but not −4, and thus we will omit comparisons
between winds and SN for our [Fe/H] = −4 case. We use Limongi
& Chieffi’s models with rotation speed v = 300 km s−1, since this is
close to our fiducial choice v/vcrit = 0.4. Finally, we set MSN(X, m) =
0 for all stars with m > 15 M�, implicitly assuming that these stars
collapse directly to black holes because the mass limit below which
stars successfully explode as SNe has an uncertainty between 15 and
20 M�. We discuss the dependence of our results on this choice in
Appendix A.

In addition to the yields, we estimate SN ejecta velocities. The
mean ejection velocity is

〈vSN〉M =
∫ Mf

Mi

(√
2ESN/mej

)
mej

dn
dm

dm∫ Mf

Mi
mej

dn
dm

dm
, (11)

where ESN = 1051 erg is the SN explosion energy, mej is the SN-ejecta
mass. We assume stars that explode successfully as SN leave behind
the neutron stars of mass 1.4 M� and thus mej = mPSN − 1.4 M�,
where mPSN is the pre-SN (PSN) mass (implicitly a function of m),
Mi = 10 M� and Mf = 15 M�. We consider the PSN-mass as the
mass at the end of core C burning because after that stars lose hardly
any mass until the PSN phase. We find that our PSN masses are
similar to Limongi & Chieffi (2018) (see Tables 1–3). The detailed
stellar data at the end of their evolutions for our model-grids are
presented in Section 3.1.

2.5 Velocity-dependent yield calculation

In order to estimate the velocity with which each element is ejected,
we define the velocity-dependent cumulative yield up to time t for
velocity v, similar to equation (4), as

ψret(X, v, t) = 1

〈m〉
[∫ ∞

0
Mw(X, m, v, t)

dn

dm
dm

+
∫ ∞

md

MSN(X,m, v)H (vSN − v)
dn

dm
dm

]
, (12)

where Mw(X,m, v, t) = ∫ t

0 Ṁw(X, m, v, t ′)H (vw − v)dt ′, and H(x)
is the Heaviside step function with H(x) = 0 for x < 0 and H(x) = 1 for
x > 0. The quantity ψ ret(X, v, t) is simply the mass return of element
X up to time t, counting only material that is ejected at velocity ≤v.
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4366 A. Roy et al.

This can serve as a rough proxy for the yield of elements that are
likely to be retained in a galaxy with a low escape speed, rather than
escaping into the circumgalactic medium (CGM). For convenience
we will also define ψ ret(X, v) as ψ ret(X, v, t) evaluated with t equal
to the time at which the last SN occurs, i.e. ψ ret(X, v) is the velocity-
dependent yield of all the material produced by stars massive enough
to end their lives either in a supernova or as a black hole, and we will
define X/Y(v) as the abundance ratio of this material, evaluated by
using ψ ret(X, v) in equation (8). In addition to the velocity-dependent
cumulative yields, we can also define velocity-dependent differential
yields as dψ ret/dlog v. Integrated over a bin of finite size 
log v, the
differential yield in that velocity bin is defined as

dψret(X, v)

d log(v)
= ψret

(
X, 10log v+
v/2

) − ψret

(
X, 10log v−
v/2

)

 log v

. (13)

As for time-dependent yields, we can also separately define ψw(X,
v) and ψSN(X, v), and their differential equivalents, as the yields due
to winds and supernovae alone.

3 R ESULTS

Here we describe the results of the stellar evolution models, first
examining the model grids in Section 3.1, yields from winds and SNe,
and the nucleosynthetic origin of N in massive stars in Section 3.2,
the velocity of the ejected material in Section 3.3, and then exploring
predicted values of N/O and O/H in various scenarios in Section 3.4.
We explore how the N/O ratio depends on stellar rotation rates in
Section 3.5.

3.1 Evolutionary paths

In this section, we begin by examining what classes of stars our
model grids produce. For reference, we tabulate the stellar properties
at the final time that we reach for each model in Tables 1–3 for
[Fe/H]= −2.0, −3.0, −4.0, respectively, and for our fiducial rotation
rate v/vcrit = 0.4. A first, basic question is what classes of stars our
models produce. We summarize the classes of interest to us, and how
we define them in the context of our model grid, in Table 4. The
categories we consider are:

(i) O stars. As discussed in Roy et al. (2020), O stars are defined
as those which are core H burning, XH, c > 10−4, and their surfaces are
not yet contaminated by the nucleosynthetic elements, and therefore
the surface He abundance is XHe, surf < 0.4.

(ii) WNE and WNL stars. As discussed in Roy et al. (2020),
rapidly rotating massive stars are likely to evolve into WR stars
of the WN subclass, even in the absence of strong winds, due to
rotationally driven dredge-up. Following that paper, we classify these
stars based on their surface N, C, and He abundances; specifically,
we take WNLs to be stars with 0.4 < XHe, surf < 0.9 and XC, surf/XN, surf

< 10, while WNEs have XHe, surf > 0.9 and XC, surf/XN, surf < 10. These
criteria are approximate – WR subtypes are ultimately assigned based
on spectroscopic characteristics – but Roy et al. (2020) carry out
stellar atmosphere modelling for some of their model stars, and
show that these surface abundance criteria are generally consistent
with spectroscopic classifications.

(iii) WC and WO stars. WC stars are generally though to be
core He burning stars that have significant amounts of C on their
surfaces as a result of envelope loss or rotational mixing; late in core
He burning, these may evolve into WO stars as significant O appears
on the surface as well. Their origins have been studied extensively
by Crowther, De Marco & Barlow (1998), Nugis & Lamers (2000),

and Crowther (2007). We assign stars to these classes following
Crowther (2007); specifically, we define WC stars as those with
surface abundances 0.1 < XC, surf < 0.6, XO, surf < 0.1 and central
H and He abundances XH, c < 10−4 and XHe, c > 0.1. Similarly,
we define WO stars to be those with surface abundances obeying
XC,surf > 0.1, XO, surf > 0.1, and (XC, surf + XO, surf)/XHe, surf > 1, and
central abundances XH, c < 10−4 and XHe, c < 0.1. Again, we caution
that these are approximations, since neither we nor previous authors
have carried out the stellar atmosphere modelling that would be
required to match these core and surface characteristics to observable
spectral features.

We run our models until the end of core O depletion for the
least massive stars (10 M�) in our model grids to ensure that
they successfully go through the O burning in a sufficiently non-
degenerate core, which will lead to hydrostatic core Si burning and
eventually to SN. Moreover, this implies that all our more massive
stars (> 10 M�) will also successfully go through the non-degenerate
core O burning followed by Si burning, and then to SN or direct
collapse to Black Holes. Therefore, we conclude that all stars in
our model grids are ‘true’ massive stars, and for more massive stars
(> 10 M�), we can safely halt our simulations at the end of core
C depletion without proceeding further into the core O, Si-burning
phases. We summarize the application of these classifications to our
model grid for our fiducial rotation rate, v/vcrit = 0.4, in Fig. 1. In
this figure, the horizontal axis shows the initial mass, and the vertical
axis shows time relative to the halting time shown in Tables 1–3, the
time at which the simulation ends; since we run through the end of
C burning, this should be nearly identical to the full stellar lifetime.
Colours then indicate the classification for a star of the indicated mass
and evolutionary time in our grid. We can make a few immediate
observations. First, for the mass range we have explored, all models
remain sufficiently non-degenerate to proceed through Si burning,
and thence either to SN or to direct collapse to black hole. Secondly,
WR phases begin to appear at initial masses � 30 M�. Stars in this
mass range spend a significant amount of time as WNL stars, small
amounts of time as WNEs, and only tiny periods as WCs or WOs. The
relative dearth of WC and WO subclasses is not surprising given the
very metal-poor populations that we are modelling, which experience
comparatively little mass-loss. By contrast with these types, the WN
subtypes can be produced by rotational dredge-up, and thus can
be produced even at low metallicity (Roy et al. 2020). Stars below
∼ 30 M� show characteristics of massive main-sequence O stars.

Although the figure shows only our fiducial rotation rate case,
we note that the results for more rapid rotation (v/vcrit = 0.6) are
qualitatively very similar. For our lowest rotation rate case (v/vcrit

= 0.2), we produce far fewer WN stars due to the lack of rotational
mixing – see Roy et al. (2020) for a detailed discussion.

It is also of interest to ask how our models will end their lives.
Since we have not run all the way to a pre-SN state, we can only
diagnose this indirectly, based on the CO core mass and comparison
to other model grids that have been run further. Limongi & Chieffi
(2018) find that stars with CO core masses �35 M� may end their
lives at pair instability SNe, and we label the models that satisfy
this condition as PISN in Fig. 1.2 However, we caution that this
identification is extremely uncertain, and that these stars may simply
collapse directly to black holes instead, as suggested by Sukhbold
et al. (2016).

2Limongi & Chieffi’s model grid goes to a minimum metallicity [Fe/H] =
−3, but we assume that this result also applies to our [Fe/H] = −4 models,
since both CO and He core masses depend very weakly on metallicity.
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Origin of nitrogen 4367

Table 4. Criteria we use to classify stars as ‘ordinary’ O, WNL, WNE, WC, and WO. Surface state refers
to conditions at the stellar surface, and core state to conditions at the centre of the star; XQ indicates the
mass fraction of element Q. See the main text for references and explanations.

Classification Surface state Central state

O stars XHe < 0.4 XH > 10−4

WNL XHe = 0.4 − 0.9 XC/XN < 10 –
WNE XHe > 0.9 XC/XN < 10 –
WC 0.1 < XC < 0.6 XO < 0.1 XC/XN > 10 XH < 10−4 XHe > 0.1
WO XC > 0.1 XO > 0.1 (XC + XO)/XHe > 1 XH < 10−4 XHe < 0.1

Figure 1. Classifications of stars of a specified initial mass (horizontal axis)
as a function of time, normalized to the halting time thalt at which we end the
simulation of that model (see Tables 1–3); colour indicates the classification,
with stars that are identified as O stars, WNL, WNE, WC, WO. The models
shown are for our fiducial rotation rate v/vcrit = 0.4, and the three panels show
three different metallicities, as indicated. The grey band at the top, labelled
‘PISN?’, indicates stars that might produce pair instability SNe.

3.2 Time evolution of yields, and the origin of N

Having discussed the model grids in Section 3.1, in this section we
discuss the time evolution of yields, and to do that, we first examine
two representative metallicity cases, [Fe/H] = −2 and −3, for v/vcrit

= 0.4, in order to establish general patterns of chemical enrichment
and the physics that drive them. We show the time evolution of the
mass return ψX,ret(t) for N and O in Fig. 2. In this figure, the top panels
show the mass return due to winds and SNe, and the bottom panels

show the N to O ratio in the ejecta produced by both sources. The
general pattern we find is that the N/O ratio from wind is initially high
due to ejection of CNO-processed material that has been dredged to
the surface by rotation, but this ratio drops rapidly to log (N/O) ∼
−2 to −1.5 due to the ejection of O-rich material immediately at
and after core H depletion, during the WR evolutionary phase. All
of this occurs prior to the first SN. WR winds constitute the majority
of the mass return prior to the onset of SNe. Once SNe begin, they
completely dominate the mass budget, and, after a short transient,
also produce ejecta with abundance ratio log (N/O) ∼ −1.25 to −1.0.
This ratio appears to be characteristic of all mass return from massive
stars.

We also examine the nucleosynthetic origin of N from massive
stars in Fig. 3, which separates the cumulative nitrogen mass return
from winds ψw(X, t) into primary (NP) and secondary (NS) for the
same metallicities and rotation rates as in Fig. 2. In order to explain
the procedure by which we construct this figure, we must review
the processes that produce N. When the core is CNO burning, N
is secondary because it is produced by the conversion of C which
was already present in the star at birth. The secondary N then gets
dredged-up to the stellar surfaces by rotationally induced mixing and
subsequently gets ejected to the ISM by the MS wind mass-loss. On
the other hand, when the core is He burning, the triple-α process
produces C that can also be transported upward by rotationally
induced mixing and then be converted to N by the CNO process
during H-shell burning. This channel of N production is primary
because the C that is being converted to N is self-produced rather
than inherited from the ISM. Consistent with this discussion, we
determine the origin of the N ejected into stellar winds in our
evolutionary models as follows: at each time-step, we examine both
the state of nuclear burning in the core (i.e. is the core H- or He-
burning) and the total mole fraction of C (12C), N (14N), and O (16O),
YC + YN + YO, in the star. If the core is H-burning, then we are during
the phase when the star has not yet produced any C of its own, and
we classify any N lost as secondary (NS). If the core is He-burning,
but the total mole fraction of C, N, and O in the star is less than or
equal to the initial mole fraction (i.e. YC + YN + YO ≈ YC, init + YN, init

+ YO, init), then the star still has not produced significant primary C,
and thus any N must again be secondary. We classify N as primary
only if the star is He burning and the total mole fraction of C, N, and
O exceeds the initial fraction (i.e. YC + YN + YO > YC, init + YN, init

+ YO, init); this second condition ensures that the star has begun to
self-enrich with primary C, which is then being converted to primary
N.

We see from Fig. 3 that secondary N production dominates for
the first ≈3–4 Myr after a stellar population forms, after which
primary production begins; at late times the ratio of primary to sec-
ondary production depends on the initial metallicity, with secondary
production dominating above [Fe/H] � −1, and primary at lower
metallicities. We find that, before ∼3.3–4.0 Myr for [Fe/H] = −2
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4368 A. Roy et al.

Figure 2. Top panels: The time evolution of the return fraction ψ ret(X, t) for N (solid lines) and O (dotted lines) coming from winds (blue lines) and from SNe
ejecta (orange). Bottom panels: Time evolution of N/O coming from pre-SN winds (blue solid line) and SN ejecta. Left-hand panels: [Fe/H]= −2.0 ([α/Fe]=
0.4). Right-hand panels: [Fe/H]= −3.0 ([α/Fe]=0.4). All results are for stars with v/vcrit = 0.4.

Figure 3. Time evolution of cumulative nitrogen mass return from stellar
winds ψw(X, t) (=ψ ret(X, t) for ψSN(X, t) = 0.0) for primary (NP) and
secondary N (NS) for two metallicities; the two cases shown are the same as
in Fig. 2: [Fe/H] = −2.0 (green, top panel), −3.0 (blue, bottom panel). The
solid and dashed lines show primary nitrogen, NP, and secondary nitrogen,
NS, respectively.

and −3, respectively, N is purely secondary, with primary becoming
dominant after ∼4–5 Myr.

We plot the ratio of primary to secondary N, NP/NS, at late times
(�5 Myr) as a function of iron metallicity [Fe/H] in Fig. 4 for the
same rotation rate as shown in Fig. 2. Note that we have added a
point at [Fe/H] = −5 that is not part of our full grid, but is computed
in the same way, in order to extend the correlation. The green circles
show the data at four metallicities and the blue dashed line shows the

Figure 4. NP/NS versus [Fe/H] for [Fe/H] ≤ −2.0 at a time �5 Myr. The
green circles represent the simulation data and the blue dashed line represents
a fit: 0.7 × 10−([Fe/H] + 1) for [Fe/H] ≥ −4.0 and 1.1 × 103 otherwise.

following fit:

NP/NS =
{

0.7 × 10−([Fe/H]+1), [Fe/H] ≥ −4.0

1.1 × 103, [Fe/H] < −4.0
. (14)

We find that as the metallicity decreases, NP/NS increases following
the first relation in equation (14), and at very low metallicities, [Fe/H]
� −4.0, NP/NS almost saturates at ∼1000 as shown in Fig. 4. Thus,
over the metallicity range we consider, N is completely dominated
by primary production.
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Origin of nitrogen 4369

Figure 5. Time evolution of mass-loss weighted mean wind velocity
〈vwind〉Ṁ for three metallicities, [Fe/H] = −2.0, −3.0, −4.0, and for v/vcrit =
0.4 (solid lines), and mass-weighed mean SN ejecta velocity 〈vSN〉M (dotted
lines) for [Fe/H] = −2.0 and −3.0). The black dashed vertical line marks the
approximate time at which the most massive stars enter the WR phase.

3.3 Ejecta velocity and retention

We show the characteristic mass-loss weighted mean wind and mass-
weighted mean SN ejecta velocity in Fig. 5. We see that winds (solid
lines) have speeds of 1000–2000 km s−1 during the O star phase and
an order of magnitude lower during the WR phase. In contrast, typical
ejecta velocities for SNe are typically ∼1.5–3.0 times larger than the
O star wind speed. This translates into an enormous difference in
how easy it will be to retain the WR ejecta in a galaxy. The ejecta
velocity is related to the temperature of the material once it shocks
and halts by

T ≈ mv2

3NkB

(≡ μmHv2/3kB ) = 2.4 × 105

(
v

100 km s−1

)2

K,

(15)

where m is the ejecta mass, N is the total number of particles
amounting to mass m, and μ is the mean particle mass in H masses.
We assume μ ∼ 0.61 for fully ionized gas. Thus WR wind ejecta
will heat to just the peak of the cooling curve (∼105 K) and will
therefore cool immediately. O-star wind-ejecta will be hotter by ∼2
orders of magnitude (∼107 K), which is just past the peak of the
cooling curve, and after undergoing a small amount of adiabatic
expansion, much less than a factor of ∼2–3 in radius, will undergo
efficient radiative cooling. Supernova ejecta will be another order
of magnitude hotter than that. Thus WR winds will never escape a
galaxy, and it is at least plausible that O-wind ejecta (though these
are negligible by mass compared to WR winds) will also be retained,
since they will not be able to expand into a galactic halo before
adiabatic expansion followed by radiative cooling saps their energy.
By contrast, supernova ejecta will readily escape small galaxies.
This hypothesis is strongly supported by simulations of SN in dwarf
galaxies (e.g. Mac Low & Ferrara 1999; Emerick, Bryan & Mac
Low 2018, 2019), which show that dwarf galaxies retain almost
none of their SN ejecta. By contrast, Lochhaas & Thompson (2017)
show that wind material can cool and form stars rapidly, in some

cases even before the onset of the first SNe. Moreover, wind ejecta
encounter a largely unperturbed ISM, whereas SN ejecta pass through
a more dilute ISM created by pre-supernova stellar feedbacks, further
increasing the odds that SN ejecta will escape while wind ejecta will
be retained.

In order to understand how differential retention of material ejecta
at different velocities is likely to affect abundance patterns, we show
the velocity-dependent return of N and O, ψ ret(N, v) and ψ ret(O, v),
and the velocity-dependent abundance ratio N/O(v), in Fig. 6. We
show the corresponding differential yield with respect to velocity,
dψ /dlog v, for these elements in Fig. 7. These figures show the same
cases as Fig. 2, but here rather than showing how return varies over
time, we now show how it varies with respect to ejecta velocity. We
find that O, as a primary element, is produced and ejected via winds
during the WR phase, and is therefore returned with comparatively
low velocities of ∼ a few 100 km s−1. The velocity-dependent return
for O from winds therefore reaches its asymptotic value at a few
100 km s−1. On the other hand, N, which has contributions from both
primary and secondary processes, has a somewhat broader velocity
distribution, with contributions at velocities of a few hundred km s−1

similar to O, corresponding to primary N ejected during the WR
phase when the core is He burning, but also some production at
velocities v ∼ 1000 km s−1, corresponding to secondary N produced
and ejected when the star is on the main sequence. As a result of these
two contributions, the cumulative yield for N reaches its asymptotic
value at a slightly larger velocity of ∼1000 km s−1. None the less,
we find that log (N/O) plateaus at ∼−1.5 to −2.0 for any velocity
from ≈300–1000 km s−1. In contrast, the return from SNe begins to
appear above ∼3500 km s−1, and produce log (N/O) ∼ −1.0. To help
translate these into temperatures, in Fig. 6 we have added vertical
lines indicating the velocities for which the post-shock temperature
reaches the indicated values. We see that galaxies that retain material
heated to ∼106–5 × 107 K will retain almost all of the N and O
produced by winds, and will therefore have log (N/O) in the range
∼−2 to ∼−1.5, with very little dependence on the temperature.
Galaxies that can retain material shock-heated to ∼5 × 108 K, by
contrast, will hold on to their SN ejecta, and will therefore retain
material with log (N/O) ∼ −1.

3.4 Distributions of N/O and O/H from massive star
nucleosynthesis

Having discussed the general pattern of chemical enrichment in
Section 3.2, we now consider what distribution of N/O versus O/H
we should observe if massive stars are the source of both N and
O. To convert our calculations of N and O return as a function
of initial [Fe/H] and rotation rate into a prediction for N/O and
O/H, we consider a trivial chemical evolution model as described
in Section 2.2: a dwarf galaxy consisting of an initial gas reservoir
converts some fraction of its gas into stars, which then return gas to
the ISM, following which the galaxy also accretes some additional
primordial material consisting of pure H and He (in the usual cosmic
ratio). In this scenario, the ratios of any two elements can be computed
by using equation (7). The ingredients required for this calculation
are the initial abundances in the reservoir f0, the fraction ε∗ of the
reservoir mass to converted to stars, the mass return function ψ ret,
and the ratio of primordial mass accreted to reservoir mass εp. We
can vary each of these parameters, and explore how they affect the
resulting abundance ratios.

For the initial abundances, we consider galaxies with total iron
metallicity [Fe/H] = −4, −3, and −2, scaling the abundances of all
other elements relative to iron using the same empirical scaling we
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4370 A. Roy et al.

Figure 6. Top panels: Return fraction ψ ret(X, v) of material ejected with velocity ≤v, as defined by equation (12), after the last SN explodes at tl(10 M�) ∼ 26 Myr
for N (solid lines) and O (dotted lines). We separate this into material coming from winds, ψw (blue lines), from SNe ejecta, ψSN (orange) and total, ψ ret (green).
Bottom panels: N/O ratio for material ejected at velocities ≤v, again separated into material coming from pre-SN winds (blue lines), SN ejecta (orange lines),
and total (green lines). The cases shown in this Fig. are the same as those shown in Fig. 2. The four vertical brown dashed-dotted lines represent velocities at
temperatures T = 106, 107, 108, 109 K (denoted by vTx , where Tx = 10x), respectively.

Figure 7. Top panels: Differential mass return dψ(X, v)/dlog (v) as a function of velocity integrated over bins 0.2 dex wide, as defined by equation (13). Lines
and colours are identical to those used in Fig. 6. Bottom panels: N/O ratio for material ejected in each of the velocity bins shown in the top panel. The four
vertical brown dashed-dotted lines represent velocities corresponding to particular temperatures, as in Fig. 6.

use for stars (Section 2.1). For star formation efficiency, we consider
four possible values: log ε∗ = −3, −2, −1, and 0 (i.e. 0.1 per cent,
1 per cent, 10 per cent, and 100 per cent of the initial reservoir
is converted to stars). For additional accretion of primordial gas, we

consider log εp = −0.5 to 0.5 (i.e. the reservoir subsequently accretes
a factor of ≈0.3–3 times its initial mass at the time of the starburst).
Our motivation for choosing the relatively large value of εp = 3 is
that observed dwarf galaxies (excluding those that have lost their
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Origin of nitrogen 4371

gas due to environmental effects) are always gas-rich (e.g. Saintonge
et al. 2011).

The final parameter to specify is ψ ret, the mass return fraction from
stellar nucleosynthesis. This will be dictated not just by nucleosyn-
thesis itself, but by which nucleosynthetic products are retained in
the galaxy rather than being lost. Given the large difference in ejecta
velocity between winds and SNe, we consider two possibilities as
far as what ejecta are retained by the galaxy. Our first scenario is to
assume that, due to the comparatively low temperature of shocked
winds as compared to SN ejecta, all wind material produced prior to
the first SNe is retained in the galaxy, but that all SN ejecta or winds
that injected after SNe begin are lost. Mathematically, in this scenario
we take MSN(m) = 0 for all m, we set Ṁw(X, t) to the value returned
by our stellar evolution grid for t ≤ t�(15 M�), where t�(15 M�) is
the lifetime of the first star to explode, and we set Ṁw(X, t) = 0 for
t > t�(15 M�).3 Our second scenario is that both wind and SN ejecta
are retained in the galaxy. For the purposes of this plot we assume
that only stars with initial mass ≤ 15 M� explode successfully, but
the results are essentially the same if we use a larger mass. In this
case we set Ṁw(X, t) to the value returned by our grid at all times,
MSN(m) to the value taken from the tables of Limongi & Chieffi
(2018) for m ≤ 15 M�, and MSN(m) to zero for m > 15 M�.

We show our predicted N/O versus O/H ratios for the various
parameter combinations in Fig. 8. All the results shown use our
fiducial value v/vcrit = 0.4, as discussed in Section 2.1; we defer
discussion of v/vcrit = 0.2 and 0.6 to Section 3.5. For comparison
with the models, we also overplot observed values of N/O versus O/H
for Milky Way halo stars (Israelian et al. 2004; Spite et al. 2005),
young stars in the Milky Way disc (Nieva & Przybilla 2012), and H II

regions in nearby dwarfs (Izotov & Thuan 1999).
It is immediately apparent from Fig. 8 that our first scenario, where

low-metallicity dwarf galaxies retain only wind ejecta, produces
a distribution of N/O versus O/H that is strikingly similar to the
observed plateau of constant N/O at low O/H: that is, log (N/O) is
roughly −2 to −1.5 independent of the O/H ratio. The reason for this
is apparent if one recalls Fig. 2: as soon as stars enter the WR phase of
evolution, the N/O ratio in their winds drops to a low, nearly constant
value. This value is nearly independent of the initial metallicity of the
stellar population (which we have seen above is a consequence of the
N having both primary and secondary origin). The second scenario,
where galaxies retain SN ejecta, however produces a higher value
of N/O (log (N/O) ∼ −1.2 to −1.0) than the observed distribution.
While this likely rules out SN as the main producers of N in low-
metallicity galaxies, it is suggestive that the observed upturn of N/O
towards larger values of O/H (12 + log (O/H) � 8.0) may in part be
due to larger and more metal-rich galaxies retaining some of their
SN ejecta, along with the onset of secondary N from AGB stars at
high metallicities.

The dependence of the final abundances on εp and ε∗ can be
understood fairly easily. Adding primordial gas changes O/H without
altering N/O, causing points to slide horizontally in Fig. 8. Thus the
effect of changing εp, the parameter that controls the amount of
primordial gas, is simply to slide points horizontally in Fig. 8. Thus
the horizontal spread in the N/O versus O/H plot can be interpreted,
not surprisingly, as simply reflecting the amount of primordial versus
astrated material in a given star or H II region. The effects of ε∗ are
more subtle: higher ε∗ both increases O/H and decreases N/O. The

3However, note that the results are nearly identical if we simply set Ṁw(X, t)
to the value returned by our grid at all times, since the N/O ratio of the ejecta
is nearly constant after ≈4 Myr as shown in Fig. 2.

increase in O/H is simply a result of higher star formation efficiency
leading to more material being astrated, and thus to a higher total
amount of O. The decrease in N/O with ε∗ can be understood by
reference to Fig. 2. Pure stellar wind ejecta, and SN ejecta for stars
with initial Fe abundance [Fe/H] � −2, have a very low N/O ratio,
close to log (N/O) = −2. If ε∗ = 1, then the N and O that we observe
are pure stellar ejecta, and thus have the low N/O ratio reflective of
that origin. If ε∗ < 1, on the other hand, then the N and O represent an
admixture of stellar wind ejecta and whatever N and O were present
in the reservoir prior to star formation, which, per our assumed
empirical scaling (which in turn likely reflects the average origin of
N and O, including both stellar winds, SNe at a range of metallicities,
and intermediate mass stars), has a somewhat larger N/O ratio. Thus
N/O increases for ε∗ < 1.

Taken together, Fig. 8 suggests the following scenario for the
origin of the N/O versus O/H distribution: at low O/H, we observe a
low value of N/O that is independent of O/H on average, but with a
large scatter. The low mean value reflects the fact that the N and O we
observe at these metallicities originates predominantly in the pre-SN
winds of massive stars that were retained in their host galaxy and
rapidly mixed back into the ISM, while N released in SN ejecta was
mostly lost to the IGM. The large scatter in N/O represents scatter in
how much of the N and O are from stellar winds, versus other sources
that produce higher or similar N/O ratios depending on metallicity –
the stars or H II regions with the lowest N/O are those for which the
material is purely massive star wind ejecta, while those with low O/H
but higher N/O include a higher proportion of SN ejecta in metal-
rich environments ([Fe/H] ≥ −2.0) or perhaps N produced from
intermediate mass stars. At higher O/H, galaxies tend to be larger,
and retain a larger proportion of their SN ejecta. Consequently, the
mean N/O ratio close to the transition point between low to high
O/H favours the value produced by SNe, and at higher O/H (12 +
log (O/H) � 8.0) it may be a combination of SNe and secondary N
from AGB stars.

3.5 Dependence of N/O on stellar rotation rates

Having discussed the origin of N in the context of our fiducial choice
of stellar rotation rate, in this section we explore the dependence
of our results on this choice.4 To do so, in Fig. 11 we plot the time
evolution of N and O yields, and the N/O ratio, (similar to the top and
the bottom panels of Fig. 2, respectively) from stellar winds for three
values of v/vcrit (0.2, 0.4, 0.6) and for [Fe/H] = −2.0. We separate the
N produced in these models into primary and secondary, following
the same procedure outlined in Section 3.2 and used in Fig. 3, in
Fig. 9.

The main conclusion to be drawn from these two figures is that
the v/vcrit = 0.4 and 0.6 cases are nearly identical, while the v/vcrit

= 0.2 is qualitatively very different. It is characterized by lower N

4In this section, we use a more limited grid that only covers masses from
50 − 130 M�, because outside this mass range we are unable to complete the
MESA calculations at the highest rotation rate, v/vcrit = 0.6. At this rotation
rate, we find that cases with larger initial mass reach the Eddington limit
and thus can no longer be treated as being in mechanical equilibrium before
reaching the end of core He burning. Conversely, those with starting mass
< 50 M� do not become non-hydrostatic, but require such small time-steps
that continuing the run all the way to the end of core He burning becomes
prohibitively expensive. However, this reduction in mass range has minimal
effects on our total yields, since N and O production via winds are completely
dominated by stars within the mass range we are able to cover. Thus our
reduced grid should not qualitatively affect our conclusions.
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4372 A. Roy et al.

Figure 8. log (N/O) versus log (O/H) as predicted by our massive star yield calculations, compared to observations. The two panels represent the two different
scenarios discussed in the main text: galaxies retain wind ejecta but lose all SN ejecta (top panel), galaxies retain both wind and SN ejecta and all stars ≤15 M�
explode (bottom panel). The black points are the same in both panels, and show observations of N/O versus O/H in nearby H II regions (open circles; Izotov &
Thuan 1999 (IT99)) and stars as denoted by filled markers (black): Israelian et al. (2004) (I04, circles), Spite et al. (2005) (S05, pentagons), Nieva & Przybilla
(2012) (NP12, squares); orange dashed lines show the empirical primary and secondary production lines proposed by Dopita et al. (2016). The brown star
shows the N/O and O/H ratios of the Sun. All other coloured points represent theoretical predictions of N/O versus O/H produced by nucleosynthesis by stellar
populations with different initial iron metallicity [Fe/H] and star formation efficiency ε∗; green, blue, and purple show [Fe/H] = −2, −3, and −4, respectively,
while different plot symbols show the star formation efficiencies ε∗ = 0.001, 0.01, 0.1, and 1; for reference we also mark the point ε∗ = 0, in which case there
is no star formation, and the point we are marking is simply the assumed initial state plus dilution by further accretion of primordial gas. For each point, the
horizontal error bar shown corresponds to a galaxy that, subsequent to star formation, accretes an additional amount of primordial hydrogen and helium in an
amount characterized by log εp = −0.5–0.5. Note that, for the SN yields, we omit the case [Fe/H] = −4 because our SN yield tables only go down to [Fe/H] =
−3.

Figure 9. Time evolution of cumulative mass return ψ ret(X, t) purely from
winds (ψSN(X, t) = 0.0) for NP (top panel, solid lines) and NS (bottom panel,
dashed lines) for [Fe/H] = −2.0 ([α/Fe]=0.4) for three rotation rates, v/vcrit

= 0.2 (blue), 0.4 (orange), 0.6 (green).

production at early times, much higher N and lower O production at
later times, and a much larger ratio of primary to secondary N. We
can understand these changes as resulting from shifts in the nuclear
burning regime that supplies the elements that are ultimately ejected
in the stellar wind. As shown in Roy et al. (2020), return of secondary
N to the ISM by a rapidly rotating massive star starts while the star
is still on the main sequence, due to both rotational dredge-up and
exposure of core material by weak main sequence winds. Thus the
main nucleosynthetic process feeding the wind at early times is the
CNO cycle. However, once core H is exhausted and core He burning
starts, the O abundance in stellar cores rapidly rises, and N production
switches to primary. At this point the main region feeding the wind is
undergoing He rather than CNO burning, and this explains the sharp
drop in N/O ratio and sharp increase in primary N that is visible
at ≈3.5 Myr in the figures. By contrast, in a more slowly rotating
star, rotational dredge up, and mass-loss during the main sequence
are both much weaker, so less secondary N is returned to the ISM.
Moreover, the weaker mass-loss and rotational mixing also mean
that, once core H is exhausted, there remains a substantial shell of
H-rich material outside the core that has not undergone any nuclear
processing. While the core is burning He, this shell undergoes CNO
burning, and the CNO-burning shell rather than the He-burning core
provides most of the material that is ultimately lost in winds. The
shell contains much less O and much more primary N than the He-
burning core that dominates production in the more rapidly rotating
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Origin of nitrogen 4373

Figure 10. Top panel: Time evolution of ψ ret(X, t) purely from winds
(ψSN(X, t) = 0.0) of C and O purely from stellar winds for three rotation
rates, v/vcrit = 0.2 (blue), 0.4 (orange), and 0.6 (green), same as the top panel
of Fig. 11. Bottom panel: log (C/O) versus time, similar to the bottom panel
of Fig. 11. Both the panels are for [Fe/H] = −2.0 ([α/Fe] = 0.4).

Figure 11. Top panel: Time evolution of ψ ret(X, t) of N and O purely from
stellar winds (ψSN(X, t) = 0.0) for three rotation rates, v/vcrit = 0.2 (blue),
0.4 (orange), and 0.6 (green). The solid and dotted lines represent N and O,
respectively, similar to top panels of Fig. 2. Bottom panel: log (N/O) versus
time, similar to the bottom panels of Fig. 2, for the same rotation rates as the
top panel. Both the panels are for [Fe/H]= −2.0 ([α/Fe] = 0.4).

case. We can confirm that this explanation is correct by examining
Fig. 10 which shows the time evolution of C and O, and their ratio in
Fig. 10, in the same manner as Fig. 11. We see that ratio of C to O,
both of which are primary elements is much less sensitive to rotation
rate than the N/O ratio, and that the sense of dependence is reversed
compared to N/O: as the rotation rate increases, the C/O ratio also
increases, the opposite of the N/O trend. Thus as we go from slowly
to rapidly rotating stars, we see that the ejecta during the WR phase
contain more and more C, and less and less N, as expected if the
ejecta are undergoing more and more CNO cycling.

We explore the consequences of changing the rotation rate for
chemical abundances in Fig. 12, which is constructed in the same
manner as the top panel of Fig. 8, but for runs with varying rotation
rates; to avoid clutter in this figure, we show only the case [Fe/H]

= −2. We see from the plot that, while our cases with v/vcrit = 0.4
and 0.6 provide good matches to the observations, calculations with
v/vcrit = 0.2 do not, because they produce N/O ratios that are much
too high. We therefore conclude that massive stellar winds are a
viable explanation for the observed distribution of N and O in dwarf
galaxies only if these stars are typically moderate to fast rotators at
birth.

4 D I SCUSSI ONS AND CONCLUSI ONS

Thus far we have shown that nucleosynthesis in the winds of rotating
massive stars produces amounts of nitrogen, and ratios of nitrogen to
oxygen, that are consistent with the abundance patterns observed in
metal-poor stars and dwarf galaxies. In this section, we summarize
our primary findings, and use them to propose a scenario for N
production in the early Universe.

We begin by summarizing the three most salient findings from our
model grid.

(i) The winds of metal-poor ([Fe/H � −2]), massive (� 10 M�)
stars born with relatively rapid rotation (v/vcrit � 0.4) contain
substantial amounts of secondary nitrogen, which is ejected while
the stars are on the main sequence, and primary nitrogen, which is
produced during and immediately after the onset of core He burning.
The winds of these stars also contain oxygen, and the N/O ratio of
the wind is in the range log (N/O) ≈ −2 to −1.5, independent of
total oxygen metallicity or production. This is very similar to the
N/O ratio measured in Milky Way halo stars and in dwarf galaxies
with 12 + log (O/H) ≤ 8.

(ii) While the mean N/O ratio produced by winds is a good match
to the mean observed value, there is also significant scatter in both
the data and the models. In the models, this scatter is a result of
variation in both the metallicity of the stellar population and in the
amount of non-astrated gas with which those stellar winds mix.
Variations in these quantities plausibly explains the observed high
level of variation in N/O ratio at low O/H.

(iii) SNe produce a higher N/O ratios (log (N/O) ≈ −1) compared
to winds, and SN ejecta are much faster than stellar wind ejecta:
≥3500 km s−1 versus ∼1000 km s−1 (O stars) and ∼200 km s−1

(WR stars). This difference translates to a three-order of magnitude
difference in post-shock temperature of SN ejecta compared to WR
wind-ejecta, so that shocked stellar wind material is much more likely
to be able to cool and be retained by a galaxy than SN ejecta.

Taken together, these findings allow us to sketch out a scenario
for the origin of nitrogen in the low-metallicity Universe, and an
explanation for the observed scaling of N/O with O/H. Star formation
at low metallicity primarily takes place in metal-poor dwarf galaxies.
These have shallow potential wells, and simulations of such galaxies
(Emerick et al. 2018, 2019) indicate that SNe outflows easily escape
them. Indeed, preferential metal ejection is required in order to
explain the mass–metallicity relation in dwarf galaxies (Peeples &
Shankar 2011; Peeples et al. 2013; Forbes, Krumholz & Speagle
2019). Consequently, the initial buildup of metals in these galaxies is
driven not primarily by SNe, but by stellar wind ejecta. The winds are
much easier to retain due to their lower velocities, and shocked wind
material can mix with ambient ISM and form stars even before the
bulk of SNe explode (Lochhaas & Thompson 2017). The observed
abundances of N and O in systems with 12 + log (O/H) � 8 mostly
reflect this origin channel, whose characteristics are a mean log (N/O)
ratio of ≈−1.5 to −2, and a wide scatter, caused by variation in
the initial metallicity of the stellar population, and in the amount
of mixing between stellar winds and ambient gas. Over time, the
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4374 A. Roy et al.

Figure 12. Same as the top panel of Fig. 8, except that the theoretical models shown all have the same metallicity ([Fe/H] = −2, [α/Fe] = 0.4), but have
differing rotation rates of v/vcrit = 0.2 (blue), 0.4 (orange), and 0.6 (green).

mostly primary N produced by massive star winds is supplemented
by secondary N produced in AGB stars, with longer evolution times.
As a result the N/O ratio begins to rise to the values of ≈−0.5 to −1
that characterize Solar metallicity galaxies.
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MNRAS, 476, 3793
Liang Y. C., Yin S. Y., Hammer F., Deng L. C., Flores H., Zhang B., 2006,

ApJ, 652, 257
Limongi M., Chieffi A., 2018, ApJS, 237, 13
Lochhaas C., Thompson T. A., 2017, MNRAS, 470, 977
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A P P E N D I X A : D E P E N D E N C E O F Y I E L D S A N D
N/O O N THE UPPER MASS-LIMIT OF SNE

In this Appendix, we explore the sensitivity of our results to the upper
mass-limit of SN beyond which we assume massive stars to collapse
as black holes. In Fig. A1 we show ψ ret(X, t) for O and N, exactly as

in Fig. 2, for but assuming that successful SNe occur up to masses
of 20 and 60 M�, as compared to our fiducial choice 15 M�. We first
discuss the 20 M� case, which the Fig. shows does not change the
N yields compared to 15 M� limit, although O yields increase by a
factor of 4 for both metallicities ([Fe/H]= −2.0, −3.0). Therefore,
log (N/O) for 20 M� decreases to ∼−1.4 from −1.0 (for 15 M�).
However, log (N/O) ∼ −1.4 is still substantially above the observed
plateau value, which is ∼−2.0, and above the value produced by
winds. We illustrate how this affects the location of stars in the
O/H–N/O plane in the top panel of Fig. A2. As is clear from the
figure, the points for SN production with a 20 M� limit are still
at systematically higher N/O than the majority of the observations,
and, moreover, the 12 + log ((O/H) is also substantially higher, lying
closer to the crossover at 12 + log ((O/H) ∼ 7.5 than to the plateau
region at lower 12 + log (O/H) unless we assume exceptionally small
star formation efficiency, ε∗ ∼ 10−3.

For an even higher mass-limit of 60 M�, the change in both N and
O yields is drastic for higher metallicity, [Fe/H] = −2.0. This results
in log (N/O) ∼ −1.0, similar to the result for a 15 M� limit (see both
top and bottom panels of the leftmost panels of Fig. A1). However, for
lower metallicity, [Fe/H]= −3.0 (the rightmost panels of Fig. A1),
the N yield does not differ from 15 and 20 M� limits, although the O
yield differs (increases) significantly resulting in log (N/O) ∼ −2.0,
similar to the value for winds. The same results are reflected in the
bottom panel of Fig. A2. It is conceivable that SNe could explain
the observed N/O ratio if Type II SNe can occur for stars as massive
as 60 M�, and if the ejecta can be retained in the galaxy. However,
we caution that both of these are extreme assumptions, as modern
models suggest that Type II SNe are unlikely for stars with initial
masses as large as 60 M� (Sukhbold et al. 2016).

Figure A1. Same as Fig. 2, except here we show the SNe cut-off limit for two more masses, 20 (ψSN, 20) and 60 M� (ψSN, 60), and their corresponding N/O.
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Figure A2. Same as the bottom panel of Fig. 8, except that the SNe mass limits are 20 (top panel) and 60 M� (bottom panel).
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