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ABSTRACT

Star formation is primarily controlled by the interplay between gravity, turbulence, and magnetic
fields. However, the turbulence and magnetic fields in molecular clouds near the Galactic Center may
differ substantially from spiral-arm clouds. Here we determine the physical parameters of the central
molecular zone (CMZ) cloud G0.253+0.016, its turbulence, magnetic field and filamentary structure.
Using column-density maps based on dust-continuum emission observations with ALMA+Herschel, we
identify filaments and show that at least one dense core is located along them. We measure the filament
width Wfil = 0.17±0.08 pc and the sonic scale λsonic = 0.15±0.11 pc of the turbulence, and find Wfil ≈
λsonic. A strong velocity gradient is seen in the HNCO intensity-weighted velocity maps obtained with
ALMA+Mopra. The gradient is likely caused by large-scale shearing of G0.253+0.016, producing a
wide double-peaked velocity PDF. After subtracting the gradient to isolate the turbulent motions,
we find a nearly Gaussian velocity PDF typical for turbulence. We measure the total and turbulent
velocity dispersion, 8.8±0.2 km s−1 and 3.9±0.1 km s−1, respectively. Using magnetohydrodynamical
turbulence simulations, we find that G0.253+0.016’s turbulent magnetic field Bturb = 130 ± 50µG
is only . 1/10 of the ordered field component. Combining these measurements, we reconstruct the
dominant turbulence driving mode in G0.253+0.016 and find a driving parameter b = 0.22 ± 0.12,
indicating solenoidal (divergence-free) driving. We compare this to spiral-arm clouds, which typically
have a significant compressive (curl-free) driving component (b > 0.4). Motivated by previous reports
of strong shearing motions in the CMZ, we speculate that shear causes the solenoidal driving in
G0.253+0.016 and show that this reduces the star formation rate (SFR) by a factor of 6.9 compared
to typical nearby clouds.
Keywords:
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1. INTRODUCTION

Star formation powers the evolution of galaxies. How-
ever, the processes that control the conversion of gas
into stars remain poorly understood. We now know
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that turbulence, magnetic fields and feedback are essen-
tial for regulating star formation in the Galactic disk,
because gravity alone would produce stars at a ∼ 100
times higher rate than observed (McKee & Ostriker 2007;
Padoan et al. 2014; Federrath 2015). However, it is not
so clear whether the same principles hold in the Cen-
tral Molecular Zone—a much more extreme environment.
For instance, despite the high gas densities and the large
amount of available gas, there is about an order of magni-
tude less active star formation in the CMZ than expected
(Longmore et al. 2013b; Kruijssen et al. 2014; Johnston
et al. 2014). In order to test theories of star formation,
our main aim here is to measure the amount and struc-
ture of the turbulence and to determine the magnetic
field. We do this for the CMZ cloud G0.253+0.016, also
known as the ‘Brick’.

Besides constraining fundamental parameters of
G0.253+0.016, such as the density and mass of the cloud,
we focus on determining the turbulent Mach number and
driving, as well as the turbulent magnetic field compo-
nent. We reconstruct the driving mode of the turbulence
in G0.253+0.016 and find that it is primarily solenoidal.
This is in stark contrast to spiral-arm clouds, where the
turbulence seems to be significantly more compressive
(Padoan et al. 1997a; Brunt 2010; Price et al. 2011; Gins-
burg et al. 2013). The solenoidal driving of turbulence in
G0.253+0.016 may provide a possible explanation for the
unusually low efficiency of dense-core and star formation
in this environment.

mailto:christoph.federrath@anu.edu.au
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Recent observations with the Atacama Large Millime-
ter/submillimeter Array (ALMA) have revealed that
G0.253+0.016 is indeed a molecular cloud with a highly
complex structure governed by turbulent motions (Rath-
borne et al. 2014b, 2015). These high-resolution dust and
molecular line observations indicate that G0.253+0.016
is filamentary, with networks of filaments having sim-
ilar complexity as in nearby spiral-arm clouds (André
et al. 2014). So far the filamentary structure inside
G0.253+0.016 has not been quantified, because pre-
ALMA observations did not have sufficient resolution.
Here we measure the average filament column density
and width in this CMZ cloud and compare our measure-
ments to nearby spiral-arm clouds.

1.1. Turbulence driving?

The observations by Rathborne et al. (2014b, 2015)
demonstrate that G0.253+0.016 is highly turbulent, but
it has been unclear what drives this turbulence (for a
discussion of potential drivers of turbulence in the CMZ,
see §5.2 in Kruijssen et al. 2014). Numerical simulations
have shown that turbulence decays quickly in about a
crossing time (Scalo & Pumphrey 1982; Mac Low et al.
1998; Stone et al. 1998; Mac Low 1999). The fact that we
see turbulence thus leads us to conclude that it must be
driven by some physical stirring mechanism. In general,
potential driving mechanisms include supernova explo-
sions and expanding radiation fronts and shells induced
by high-mass stellar feedback (McKee 1989; Krumholz
et al. 2006; Balsara et al. 2004; Breitschwerdt et al. 2009;
Peters et al. 2011; Goldbaum et al. 2011; Lee et al. 2012),
winds (Arce et al. 2011), gravitational collapse and accre-
tion of material (Vazquez-Semadeni et al. 1998; Klessen
& Hennebelle 2010; Elmegreen & Burkert 2010; Vázquez-
Semadeni et al. 2010; Federrath et al. 2011b; Robertson
& Goldreich 2012; Lee et al. 2015), and Galactic spiral-
arm compressions of HI clouds turning them into molecu-
lar clouds (Dobbs & Bonnell 2008; Dobbs et al. 2008), as
well as magneto-rotational instability (MRI) and shear
(Piontek & Ostriker 2007; Tamburro et al. 2009). Jets
and outflows from young stars and their accretion disks
have also been suggested to drive turbulence (Norman &
Silk 1980; Matzner & McKee 2000; Banerjee et al. 2007;
Nakamura & Li 2008; Cunningham et al. 2009; Carroll
et al. 2010; Wang et al. 2010; Cunningham et al. 2011;
Plunkett et al. 2013, 2015; Offner & Arce 2014; Feder-
rath et al. 2014). While different drivers may play a role
in different environments (such as in spiral-arm clouds),
Kruijssen et al. (2014) found that most of these drivers
are not sufficient to explain the turbulent velocity dis-
persions in the CMZ.

Importantly, most of these turbulence drivers primar-
ily compress the gas (e.g., supernova explosions, high-
mass stellar feedback, winds, gravitational contraction,
and spiral-arm shocks), but others can directly excite
solenoidal motions (e.g., MRI, jets/outflows, and shear).
Our goal here is to determine the fraction of solenoidal
and compressive modes in the driving of the turbulence in
G0.253+0.016. This relative fraction of driving modes is
determined by the turbulence driving parameter b, which
is proportional to the ratio of density to velocity fluc-
tuations, b ∝ σρ/σv, in a supersonically turbulent cloud
(Federrath et al. 2008b, 2010). Federrath et al. (2008b)
showed that purely solenoidal (rotational or divergence-
free) driving corresponds to b = 1/3, while purely com-

pressive (potential or curl-free) driving results in b = 1.
Increasing the fraction of compressive modes in the tur-
bulence driving from zero to unity leads to a smoothly
increasing driving parameter b (see Fig. 8 in Federrath
et al. 2010).14

Here we determine the turbulence driving parameter b
by measuring the standard deviation of the density fluc-
tuations σρ/ρ0 and the standard deviation of the prob-
ability distribution function (PDF) of the turbulent ve-
locity field in G0.253+0.016. We find that the turbu-
lence driving in G0.253+0.016 is dominated by solenoidal
shearing motions (b < 0.4), while spiral-arm clouds have
a substantial compressive driving component, b > 0.4.
Our results support the idea that shear is a typical driv-
ing mode of the turbulence in the CMZ and possibly in
the centers of other galaxies, as proposed by Krumholz
& Kruijssen (2015) and Kruijssen et al., in preparation.
This solenoidal driving mode can suppress star formation
(Federrath & Klessen 2012; Padoan et al. 2014) and may
thus provide a possible explanation for the low SFR in
the CMZ.

1.2. Universal filament properties?

Interstellar filaments are considered to be fundamen-
tal building blocks of molecular clouds, playing a crucial
role in star formation (Schneider & Elmegreen 1979; Bal-
sara et al. 2001; André et al. 2014). Indeed, star-forming
cores in nearby spiral-arm clouds are often located along
dense filaments (Polychroni et al. 2013; Könyves et al.
2015) and young star clusters tend to form at their in-
tersections (Myers 2011; Schneider et al. 2012). Recent
observations and simulations of spiral-arm clouds show
that filaments have coherent velocities (Hacar et al. 2013;
Moeckel & Burkert 2015; Hacar et al. 2016; Smith et al.
2016) and orientations preferentially (but not always)
perpendicular to the magnetic field (Sugitani et al. 2011;
Gaensler et al. 2011; Palmeirim et al. 2013; Hennebelle
2013; Tomisaka 2014; Zhang et al. 2014; Planck Collab-
oration et al. 2014, 2015a,b; Pillai et al. 2015; Seifried &
Walch 2015). Most importantly, filaments seem to have a
nearly universal width Wfil ∼ 0.1 pc (Arzoumanian et al.
2011; Juvela et al. 2012; Palmeirim et al. 2013; Malinen
et al. 2012; Benedettini et al. 2015; Kirk et al. 2015; Wang
et al. 2015; Roy et al. 2015; Salji et al. 2015; Kainulainen
et al. 2016).15 Federrath (2016) provided a turbulence-
regulated model for Wfil, which is based on the sonic scale
of the turbulence.

Here we show that over-dense regions are located along
filaments also in the CMZ cloud G0.253+0.016, but the
average filament column density is about 1–2 orders
of magnitude higher compared to nearby clouds. Sur-

14 Note that even if the turbulence driving field is fully com-
pressive (b = 1), there is still a substantial fraction of solenoidal
modes that will be excited in the velocity field via non-linear in-
teractions (Vishniac 1994; Sun & Takayama 2003; Kritsuk et al.
2007; Federrath et al. 2010), baroclinic instability (Del Sordo &
Brandenburg 2011; Padoan et al. 2016; Pan et al. 2015), and by
viscosity across density gradients (Mee & Brandenburg 2006; Fed-
errath et al. 2011a).

15 Note that Juvela et al. (2012) and Salji et al. (2015) found
maximum variations of Wfil by a factor of 28, while Arzoumanian
et al. (2011) found maximum variations up to a factor of 10. Thus,
the term ‘universal’ means in this context that Wfil definitely varies
by less than two orders of magnitude, but more likely within fac-
tors of only a few around 0.1 pc. Also note that Smith et al. (2014)
found somewhat larger values and variations of Wfil from simula-
tions, in contrast to the observations in Arzoumanian et al. (2011).
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prisingly though, the average filament width is similar
in G0.253+0.016 to solar neighborhood clouds. Given
the significant difference in gas temperature and mag-
netic fields in the CMZ, it seems surprising that Wfil is
similar in G0.253+0.016 to nearby clouds. We explain
the universal value for Wfil with the sonic scale—the
transition scale from supersonic to subsonic turbulence,
following the theoretical model developed in Federrath
(2016). We find excellent agreement between the mea-
sured filament width and the predicted sonic scale, both
in G0.253+0.016 and in nearby clouds.

The paper is organized as follows. Section 2 summa-
rizes the observational data. In Section 3.1, we iden-
tify filaments, measure their width and column den-
sity, and reconstruct the volume density dispersion of
G0.253+0.016. We measure the velocity PDFs of the to-
tal and turbulent (gradient-subtracted) velocity field in
Section 3.2. Numerical simulations to constrain the tur-
bulent magnetic field are presented in Section 3.3. We
summarize all our measured and derived physical param-
eters of G0.253+0.016 in Table 1 of Section 4. Sections 5
and 6 provide a detailed discussion of derived sonic scale
and turbulence driving parameter with comparisons to
nearby clouds. A discussion of the limitations of this
work are presented in Section 7. Our conclusions are
summarized in Section 8.

2. OBSERVATIONAL DATA

Rathborne et al. (2014b, 2015) obtained a 1′ × 3′ mo-
saic of the 3 mm (90 GHz) dust continuum and molecular
line emission across G0.253+0.016, using 25 antennas as
part of ALMA’s Early Science Cycle 0. The interfer-
ometer used projected baselines in the range 13–455 m.
The correlator was configured to use four spectral win-
dows in dual polarization mode centered at 87.2, 89.1,
99.1, and 101.1 GHz, each with 1875 MHz bandwidth
and 488 kHz (1.4–1.7 km s−1) velocity channel spacing.
The G0.253+0.016 cloud was imaged on six occasions
between July 29 and August 1 in 2012. Each data set
was independently calibrated before being merged. All
data reduction was performed using CASA (McMullin
et al. 2007) and Miriad (Sault et al. 1995).

2.1. Dust emission and column density derivation

The ALMA dust continuum data were complemented
with single-dish data from the Herschel space observa-
tory to recover the large-scale component of the dust
emission. These dust emission data were then converted
to gas column densities with the techniques and assump-
tions explained in detail in Rathborne et al. (2014b). The
final column density image has a pixel size of 0.35′′, an
angular resolution of 1.7′′ (FWHW ∼ 0.07 pc), and a
10σ sensitivity of ∼ 0.25 mJy beam−1 ∼ 4.8× 1022 cm−2

(Rathborne et al. 2014b). In all the following mea-
surements and derivations, we only use data within the
5× 1022 cm−2 column density contour level (S/N > 10).

In addition to the combined ALMA+Herschel col-
umn density map from Rathborne et al. (2014b), we
also use the Herschel -only column density map pub-
lished in Longmore et al. (2012). The resolution of the
Herschel data is 5′′–36′′. The Herschel column den-
sities were derived based on a fit to the spectral en-
ergy distribution using five photometric bands (70, 160,
250, 350, and 500µm) from Herschel Hi-GAL (Moli-
nari et al. 2010, 2011). The absolute column den-

sity level is thus better calibrated in the Herschel map
than in the ALMA+Herschel map (see Sec. 7). In or-
der to derive the average column density and mass of
G0.253+0.016 we make use of the pure Herschel map,
while the ALMA+Herschel map is used to identify fila-
ments and to measure the column-density and volume-
density dispersions.

2.2. HNCO line data to derive gas kinematics

Because the 90 GHz spectrum is rich in molecular lines,
Rathborne et al. (2014b, 2015) also obtained data cubes
from 17 different molecular species in G0.253+0.016.
Combined, they provide information on the gas kinemat-
ics and chemistry within the cloud. Rathborne et al.
(2015) analyzed each molecular line map in detail and
found that the best available overall correlation between
the dust continuum and the integrated line emission are
obtained with HNCO, H2CS, and NH2CHO. While the
latter two only cover a small fraction of the cloud because
of insufficient signal-to-noise (S/N), the HNCO line pro-
vides good coverage and high S/N of the dense gas above
5 × 1022 cm−2. The HNCO line brightness sensitivity is
∼ 1 mJy beam−1 per 3.4 km s−1 channel. As discussed in
Rathborne et al. (2015), HNCO has a strong dipole mo-
ment and a high excitation energy, making HNCO less
susceptible to optical depth effects. We thus focus here
on using HNCO to trace the global, large-scale kinemat-
ics of G0.253+0.016. However, we emphasize that the
local correlation with the dust emission is not sufficient
to trace the kinematics of individual column density fea-
tures on small scales. This would require data from a
better (or a combination of) molecular line tracer(s), be-
cause each molecular transition can only trace certain
(local) conditions of the gas. Caveats and limitations of
these data are discussed in Section 7.

3. RESULTS

3.1. Density structure

Here we determine the turbulent, filamentary structure
of G0.253+0.016. We measure the characteristic width of
the filaments and determine the global turbulent density
fluctuations. Both the filament width and the standard
deviation of the density PDF are key measurements to
understand the star formation activity of G0.253+0.016.

First we start with the basic column density structure.
Figure 1 shows a side-by-side comparison of the column
density maps of G0.253+0.016 from Herschel (Longmore
et al. 2012) and ALMA+Herschel (Rathborne et al.
2014b), showing the substantial improvement in reso-
lution provided by ALMA. We see a complex network
of intersecting filaments in the ALMA+Herschel map.
These filaments were identified with the DisPerSE algo-
rithm (Sousbie 2011; Sousbie et al. 2011), which decom-
poses the map into a set of persistent maxima and saddle
points, which are connected to build the filament struc-
ture shown.16 Note that the most important parameter

16 The filaments are identified in the column density map, i.e.,
they represent projected structures along the line of sight (LOS).
A separation of these structures in position-position-velocity space
is currently not possible with the data at hand (see discussion in
Section 7), so we restrict ourselves to the analysis of the projected
filaments. Thus individual filaments in the map may actually con-
sist of multiple sub-filaments along the LOS, but simulations have
shown that the average width of these projected filaments agrees
with the average width of the intrinsic 3-dimensional filaments to
within a factor of 2 (Sec. 7).
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Figure 1. H2 column density maps of G0.253+0.016 from Herschel (Longmore et al. 2012) (left-hand panel) and ALMA+Herschel
(Rathborne et al. 2014b) (right-hand panel). The Herschel map traces the large-scale structure well, while the combined ALMA+Herschel
map reveals the internal structure of G0.253+0.016. Using the DisPerSE algorithm we identify 11 filaments in the ALMA+Herschel map,
which are highlighted and labelled by artificially increasing the column density by a factor of 5 for each pixel belonging to a filament. The
gray contour encloses gas with a column density N ≥ 5 × 1022 cm−2 (lower column densities have relatively low S/N). The position of
a water maser is labelled and is located along filament 1, where N ≥ 2.5 × 1023 cm−2 (black contours). Another two over-dense regions
(‘dense-core candidates’) above the same threshold stand out along filaments 2 and 4. Red lines indicate the direction of the large-scale
magnetic field from polarization measurements obtained in Dotson et al. (2010); see Pillai et al. (2015). Both images are in equatorial
coordinates: the (0,0) offset position in right ascension (RA) and declination (DEC) is 17:46:09.59, −28:42:34.2 J2000.

in the DisPerSE algorithm is the persistence threshold,
which we have set here to 5 × 1022 cm−2, i.e., 10σ of
the sensitivity threshold of the observations (see Sec. 2),
in order to find only the most significant and dense fil-
aments.17 We have experimented with higher and lower
persistence thresholds and found similar filaments and
similar filament column densities and widths. Decreas-
ing or increasing the threshold by a factor of two neither
significantly affects the number of identified filaments nor
their average properties.18

The black contours In Figure 1 highlight three promi-
nent over-dense regions with N ≥ 2.5 × 1023 cm−2 (one
potentially active region of star formation as indicated

17 All other DisPerSE parameters were set to the recommended
standard values. The full DisPerSE command lines used were:
mse map.fits -noTags -upSkl -periodicity 0 -cut 4.75e22
-robustness and skelconv map.fits.up.NDskl -noTags -toFITS
-breakdown -smooth 6 -trimBelow robustness 4.75e22
-assemble 70. We further enforced a minimum number of 5
pixels per filament.

18 A systematic analysis of varying the persistence threshold is
performed in Federrath (2016), showing that the average filament
width does not significantly depend on the choice of persistence
threshold, while the average column density of the filaments de-
creases with decreasing threshold, as expected.

in the map and traced by a water maser; see Lis et al.
1994; Breen & Ellingsen 2011; Mills et al. 2015). Rath-
borne et al. (2014b) used a 2× higher threshold (N >
5×1023 cm−2) based on the fact that the column-density
PDF starts to deviate from a log-normal PDF at this
column-density threshold. Using N > 5×1023 cm−2 only
selects the water-maser location, which Rathborne et al.
(2014b) confirmed to be a coherent and bound core. Here
we reduce the threshold by a factor of 2, which yields an-
other two dense structures that we call ‘dense-core can-
didates’. We cannot confirm them as coherent structures
in velocity space at this point (see discussion about the
correlation of dust and molecular line emission in Sec. 7).
However, given the uncertainties in the column-density
calibration (see Sec. 7), the N ≥ 2.5× 1023 cm−2 thresh-
old used here is still consistent with the deviation point
in the column-density PDF from a log-normal distribu-
tion to a high column-density tail found in Rathborne
et al. (2014b).

The average effective diameter of the water maser and
the two dense-core candidates is 0.09 pc with a variation
by about a factor of 2. The filling fraction of these dense
structures is only 0.0011 ± 0.0001 of the total area of
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G0.253+0.016, indicating inefficient dense-core and star
formation (see also Kauffmann et al. 2013). The wa-
ter maser and the two dense-core candidates are located
along filaments 1, 2 and 4. Dense cores are often as-
sociated with filaments and their intersections, which is
also seen in clouds in the spiral arms of the Milky Way
(Schneider et al. 2012; Polychroni et al. 2013; Könyves
et al. 2015). This suggests that filaments may be funda-
mental building blocks of molecular clouds, irrespective
of whether the clouds are located along spiral arms or
near the Galactic Center.

Finally, the red lines in the right-hand panel of Fig-
ure 1 indicate the projected large-scale magnetic field di-
rection (B0) inferred from polarization measurements by
Dotson et al. (2010) and further analysed in Pillai et al.
(2015). We see that some filaments are mainly parallel
to B0 (e.g., filaments 1 and 5), while others are primar-
ily perpendicular to B0 (e.g., filaments 2 and 4). We do
not find that the filaments have a preferred orientation
with respect to the large-scale magnetic field. In the fol-
lowing, we determine the width of these filaments and
distinguish filaments primarily parallel or perpendicular
to B0, in order to test whether the width depends on the
filament orientation.

3.1.1. Filament profiles

In order to measure the characteristic width of the
filaments in G0.253+0.016, we construct radial profiles
centered on each individual filament in Figure 1. The
procedure is similar to that applied in previous studies
(Arzoumanian et al. 2011; Federrath 2016). The radial
profiles are computed by selecting all pixels belonging
to a filament and then tracing the column density cells
at a perpendicular distance r to the filament as in previ-
ous studies (e.g., Federrath 2016, and references therein).
Binning the average column density and column density
dispersion in the radial distance r from each filament
yields the filament profile.

Figure 2 shows the filament profile of G0.253+0.016
(the black line is the average profile and the shaded re-
gion shows the 1σ-dispersion). In order to determine the
filament width Wfil, we apply two fits, one with a Gaus-
sian profile, the other with a Plummer profile.

The Gaussian filament profile (shown as the dotted line
in Figure 2) is defined as

Σ(r) = Σ(0) exp

(
− r2

2σ2
Gauss

)
+ Σoffset, (1)

with the fit parameters Σ(0) and σGauss. The filament

width Wfil = 2
√

2 ln 2σGauss ≈ 2.355σGauss is defined
as the FWHM of the Gaussian. The constant column
density offset Σoffset = 1 × 1023 cm−2 was chosen to be
consistent with the average column density inside the
5 × 1022 cm−2 contour of G0.253+0.016, providing high
S/N column density values.

The Plummer filament profile (shown as the dashed
line in Figure 2) is defined as

Σ(r) = Σ(0)
[
1 + (r/Rflat)

2
](1−p)/2

+ Σoffset, (2)

with the fit parameters Σ(0), p and Rflat, where the latter
is related to the filament width Wfil ≈ 3Rflat for p = 2
(Arzoumanian et al. 2011). Arzoumanian et al. (2011),
Contreras et al. (2013), Smith et al. (2014) and Federrath

Figure 2. Top panel: Average radial profile of all the
G0.253+0.016 filaments in Figure 1. Middle panel: same as top
panel, but only for the filaments that are primarily parallel to the
large-scale magnetic field (B0). Bottom panel: same as top panel,
but only for the filaments that are primarily perpendicular to B0.
In all panels, the shaded region shows the 1σ-dispersion about the
average profile. Plummer fits with Equation (2) and a Gaussian
fits with Equation (1) are shown as dashed and dotted lines, re-
spectively. The beam size is shown as a ruler. Both Gaussian and
Plummer fits yield consistent beam-corrected filament widths of
Wfil = 0.17± 0.08 pc for all filaments, Wfil = 0.19± 0.09 pc for the
filaments primarily parallel to B0, and Wfil = 0.13±0.07 pc for the
filaments mainly perpendicular to B0.

(2016) experimented with the power p and found that
the best fits to the filament profiles were obtained with
p ≈ 2. Here we find p = 2.1± 1.0 for G0.253+0.016 from
the Plummer fit shown in Figure 2.

Federrath (2016) provided a theoretical model for p =
2, which is given by the radial dependence of the den-
sity profile of two colliding planar shocks forming a fil-
ament at their intersection. In contrast to this dynam-
ical, turbulence-regulated model for filament formation
by Federrath (2016), Ostriker (1964) studied the case
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in which the filaments are in hydrostatic equilibrium,
which gives significantly steeper profiles, p = 4, ruled
out by our observations of G0.253+0.016 and previously
ruled out for nearby clouds (Arzoumanian et al. 2011).19

Other theoretical models that also produce p = 2 are dis-
cussed in Federrath (2016), but the key difference to our
turbulence-regulated model is that the other models as-
sume (magneto)hydrostatic equilibrium and/or strongly
self-gravitating filaments, which are strong assumptions.
Based on our analyses of the kinematics and virial pa-
rameter of G0.253+0.016 (summarized in Tab. 1 below),
we do not believe that models of hydrostatic balance or
strong self-gravity represent the dynamics of the cloud
well. Instead we find that G0.253+0.016 is governed
by supersonic turbulence, consistent with the filament-
formation model of Federrath (2016).

In order to correct for beam smearing, we performed
two independent methods of beam deconvolution. First,
we performed a direct Fourier-based beam deconvolution
of the filament profiles. We also made an indirect de-
convolution by taking the beam into account during the
profile fitting. Both techniques yield consistent results.
The beam-corrected filament width (0.17 pc) is . 10%
smaller than the beam-convoluted width (0.18 pc). Even
without performing the full deconvolution, it is straight-
forward to see that beam smearing has a negligible effect.
Taking our beam-convoluted measurement of 0.18 pc and
subtracting the effect of the beam FWHM (0.07 pc; see
Sec. 2), we find the de-convolved filament width of
[(0.18 pc)2 − (0.07 pc)2]1/2 = 0.17 pc, in excellent agree-
ment with the direct deconvolution.

Both Gaussian and Plummer fits in Figure 2 yield a
consistent filament width of Wfil = 0.17± 0.08 pc, taking
into account all the filaments identified in G0.253+0.016,
where the uncertainty is estimated based on numerical
simulations by Smith et al. (2014), showing that the aver-
age intrinsic 3D filament width can be up to 50% smaller
than the average projected (2D) filament width due to
line-of-sight blending (see Sec. 7). While Figure 2 shows
the average profile, we have also fitted each of the 11
individual filaments identified in Figure 1. The distribu-
tion of the individual filament widths has a mean value
of 0.18 pc and a standard deviation of 0.04 pc, consis-
tent with the fit to the average profile. The overall un-
certainty of 0.08 pc thus exceeds the filament-to-filament
variations by a factor of 2.

The middle and bottom panels of Figure 2 respectively
show the average profile of filaments that are primarily
parallel or perpendicular to the large-scale magnetic field
(B0). Figure 1 showed that there is no preferred orien-
tation of the filaments with respect to B0, but we can
broadly classify filaments 1, 5, 6, 7 as primarily parallel
to B0 and filaments 2, 4, 8, 11 as primarily perpendic-
ular to B0. The other filaments are either entirely in
between these limiting cases or have some sections that
are parallel and other sections that are perpendicular to
B0. We exclude these in-between cases from the orienta-
tion analysis, but note that we have also tested to include

19 A number of previous studies find some variations in the
filament-profile exponent p for different clouds. Nutter et al. (2008)
find p ∼ 3 for the Taurus molecular cloud, Pineda et al. (2011) find
p ∼ 4 for B5 in Perseus, Hacar & Tafalla (2011) find p = 2.7–3.4 for
4 filaments in L1517, Contreras et al. (2013) find that p can vary
between clump and inter-clump gas, and Salji et al. (2015) find
that the majority of filaments in Orion A North exhibit p = 1.5–3,
with a mode at p = 2.2.

them and did not find a significant difference in the re-
sulting Wfil. We obtain Wfil = 0.19±0.09 pc for filaments
primarily parallel to B0, and Wfil = 0.13±0.07 pc for fil-
aments mainly perpendicular to B0. We thus see a weak,
but statistically inconclusive trend that filaments parallel
to B0 may be somewhat wider than filaments perpendic-
ular to B0. Such a trend may be theoretically expected, if
filaments parallel to B0 were created by gas flows perpen-
dicular to B0, because these flows are more impeded by
the magnetic pressure of the large-scale ordered magnetic
field component. By contrast, filaments perpendicular to
B0 are only affected by the turbulent magnetic field com-
ponent (Bturb). The formal standard deviations of the
filament width for the two populations (filaments parallel
or perpendicular to B0) are 0.04 pc for filaments paral-
lel and 0.06 pc for filaments perpendicular to the ordered
field. Thus, even if we only consider the formal standard
deviations (without taking into account the uncertainties
of projection effects; see Section 7.6.3), the difference in
filament widths between parallel and perpendicular fila-
ments is still insignificant. We conclude that there is no
significant difference in the filament width between fila-
ments primarily parallel or perpendicular to the ordered
magnetic field.

In summary, we find that our measured filament width
of Wfil = 0.17 ± 0.08 pc for G0.253+0.016 is somewhat
wider, but still consistent within the uncertainties with
Wfil found in clouds in the solar neighborhood, which
show a characteristic width of 0.05–0.15 pc (Arzouma-
nian et al. 2011; Benedettini et al. 2015; Kainulainen
et al. 2016). We provide a theoretical explanation for
this in Section 5.

Figure 2 further shows that the characteristic
maximum column density (Σmax ∼ 1.5× 1023 cm−2)
and the background-subtracted column density
(Σmax − Σoffset ∼ 0.5× 1023 cm−2) of the filaments
in the CMZ cloud are more than an order of
magnitude higher than in nearby spiral-arm clouds
(∼0.1–1.5× 1022 cm−2). This quantifies the extreme
conditions in the CMZ, leading to at least an order of
magnitude higher critical densities for star formation
in the CMZ compared to spiral-arm clouds (Kruijssen
et al. 2014; Rathborne et al. 2014b).

3.1.2. Density PDF and conversion from two-dimensional
(2D) to three-dimensional (3D) density dispersion

The density PDF is a key ingredient for theoretical
models of the SFR and efficiency (Krumholz & Mc-
Kee 2005; Elmegreen 2008; Padoan & Nordlund 2011;
Hennebelle & Chabrier 2011; Federrath & Klessen 2012;
Federrath 2013; Padoan et al. 2014; Salim et al. 2015),
for predicting bound star cluster formation (Kruijssen
2012), and for the initial mass function of stars (Padoan
& Nordlund 2002; Hennebelle & Chabrier 2008, 2009,
2013; Chabrier & Hennebelle 2011; Veltchev et al. 2011;
Donkov et al. 2012; Hopkins 2012, 2013a; Chabrier et al.
2014). It is supersonic, magnetized turbulence that de-
termines the density PDF and, in particular, its standard
deviation (Padoan et al. 1997b; Federrath et al. 2008b;
Padoan & Nordlund 2011; Price et al. 2011; Konstandin
et al. 2012; Molina et al. 2012; Burkhart & Lazarian
2012; Nolan et al. 2015; Federrath & Banerjee 2015).
A high-density power-law tail can develop as a conse-
quence of gravitational contraction of the dense cores in
a cloud (Klessen 2000; Federrath et al. 2008a; Kritsuk
et al. 2011; Federrath et al. 2011b; Federrath & Klessen
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Figure 3. Fourier image of G0.253+0.016. The intensity in the
image is scaled logarithmically and normalized to the maximum
intensity. Four fitted ellipses show contour levels with 10−4, 10−5,
10−6 and 10−7 of the maximum intensity. The maximum aspect
ratio of the major to minor axis of the ellipses is 1.4, which serves as
a measure for the anisotropy of density structures in G0.253+0.016,
likely caused by the strong ordered magnetic field. Anisotropies of
this level introduce < 40% uncertainties in the 2D-to-3D recon-
struction of the density dispersion.

2013; Girichidis et al. 2014).
We do not have direct access to the 3D (volume) den-

sity from observations—only to the 2D (column) density
distribution(Berkhuijsen & Fletcher 2008; Kainulainen
et al. 2009; Lombardi et al. 2011; Schneider et al. 2012,
2013; Kainulainen & Tan 2013; Kainulainen et al. 2013;
Hughes et al. 2013; Berkhuijsen & Fletcher 2015; Schnei-
der et al. 2015). However, one can estimate the 3D den-
sity dispersion and the 3D density PDF by extrapolating
the 2D density information given in the plane of the sky
to the 3rd dimension (along the line of sight), assuming
isotropy of the clouds (Brunt et al. 2010b,a; Kainulainen
et al. 2014). Here we apply the technique by Brunt et al.
(2010b) in order to reconstruct the 3D density dispersion
of G0.253+0.016.

The column density PDF of G0.253+0.016 was ana-
lyzed in detail in Rathborne et al. (2014b). They find an
average column density of N0 = (9±2)×1022 cm−2 and a
logarithmic column density dispersion of ση = 0.34±0.02
based on a log-normal fit to the normalized column den-
sity PDF of η ≡ ln(N/N0). This can be transformed
to the actual column density dispersion σN/N0

using the
relation for a log-normal PDF (e.g., Price et al. 2011),
σN/N0

= [exp(σ2
η)− 1]1/2 = 0.35± 0.02. This is in agree-

ment with the direct measurement of the column density
dispersion (not using a log-normal fit) from Figure 1,
which yields σN/N0

= 0.34. Thus, in the following, we
use σN/N0

= 0.35± 0.02.
In order to estimate the 3D (volume) density dispersion

from σN/N0
, we use the method developed in Brunt et al.

(2010b). First, one measures the 2D (column) density
power spectrum, P2D(k) of the variable N/N0−1, where
k is the wavenumber. Then P2D(k) is multiplied by 2k
to reconstruct the 3D (volume) density power spectrum,
P3D = 2kP2D of the variable ρ/ρ0−1 (to see how well this
relation between P2D and P3D holds for isotropic fields,

we refer the reader to Figures 7 and 8 in Federrath &
Klessen 2013). Finally, the ratio of the integrals (sums
for discrete datasets) over P2D(k) and P3D(k) gives the
density dispersion ratio

R1/2 =
σN/N0

σρ/ρ0
=

∑
k P2D(k)∑
k P3D(k)

. (3)

Note that compared to Brunt et al. (2010b) we here use
the variable N/N0 − 1 instead of N/N0, which allows
us to sum up all Fourier modes including k = 0, while
Brunt et al. (2010b) had to explicitly exclude the k = 0
mode in the summation. Since subtraction of unity in
our definition automatically subtracts the k = 0 mode,
the results of our and Brunt et al.’s method are identical.

Brunt et al. (2010b) showed that Equation (3) holds
to within 10% for isotropic, periodic fields. They fur-
ther showed that the uncertainties for non-periodic fields
are somewhat higher. Here we apply mirroring of the
column density map to generate a periodic dataset (Os-
senkopf et al. 2008) in order to avoid this problem. How-
ever, Equation (3) rests on the assumption of isotropy,
so we have to check how well this assumption holds. Fig-
ure 3 shows the Fourier image of G0.253+0.016. We
fitted four ellipses at different intensity levels and mea-
sured the aspect ratio of their major and minor axes, in
order to estimate the amount of anisotropy. The maxi-
mum major-to-minor axis ratio is 1.4, corresponding to a
moderate level of anisotropy, which is likely caused by a
strong ordered magnetic field component (Mac Low 1999;
Brunt et al. 2010b), observed in G0.253+0.016 (Pillai
et al. 2015). Using numerical simulations, we find that
for very strong magnetic guide fields that produce major-
to-minor axis ratios of 2.0, the maximum uncertainty in
the 2D-to-3D reconstruction of the density dispersion is
< 40%. Here we have a smaller axis ratio of 1.4, which
is closer to typical cases of nearly isotropic fields (axes
ratios up to 1.2).20 From these considerations, we conser-
vatively estimate the total error of our density dispersion
reconstruction to be < 40%. Note that the uncertainty in
reconstructing the full density PDF (Brunt et al. 2010b)
is higher than this, but here we only want to estimate
the total 3D density dispersion and not the full 3D PDF.

Using this 2D-to-3D reconstruction technique, we find
R1/2 = 0.28 ± 0.11 for G0.253+0.016, consistent with
the average dispersion ratio of 0.27± 0.05 obtained from
numerical simulations in Federrath et al. (2010). This
leads to a reconstructed 3D density dispersion of σρ/ρ0 =
1.3 ± 0.5 in G0.253+0.016. We will use σρ/ρ0 in combi-
nation with an independent velocity dispersion measure-
ment (obtained in the following section) to derive the ef-
fective driving mode of the turbulence in G0.253+0.016
in Section 6 below.

3.2. Kinematic structure

Here we use the HNCO line emission of G0.253+0.016
by Rathborne et al. (2015), in order to obtain global
kinematics (large-scale velocity gradient and dispersion)
that we will then correlate with the global gas density
dispersion obtained in the previous section. The final
goal is to determine the sonic scale and the turbulence
driving mode (solenoidal, mixed, or compressive). The

20 Orbital dynamics might also introduce anisotropies (Long-
more et al. 2013a), but we have not quantified this effect here.
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Figure 4. Top panels: maps of the HNCO intensity-weighted velocity in the G0.253+0.016, before subtracting the large-scale velocity
gradient (left-hand panel) and after subtracting it (right-hand panel). The middle panel shows the fitted gradient across G0.253+0.016,
which is likely associated with systematic motions, such as large-scale shear or rotation of the cloud. This systematic contribution must be
subtracted in order to isolate the turbulent motions in the cloud. The coordinates and field of view of the maps are identical to Figure 1.
Bottom panels: HNCO velocity PDF before subtracting the large-scale gradient (left-hand panel) and after subtracting it (right-hand
panel). The velocity PDF after subtraction is consistent with the typical Gaussian distribution (dotted line) of a turbulent medium with
a one-dimensional velocity dispersion of σv,1D = 3.9± 0.1 km s−1.

HNCO line measurements from Rathborne et al. (2015)
provide the best available correlation with the ALMA
dust emission and also provide the best available spatial
cloud coverage, so we use it here to determine the turbu-
lent velocity dispersion of G0.253+0.016 (cf. Sec. 2.2).

3.2.1. Velocity maps

The top panels of Figure 4 show maps of the HNCO
intensity-weighted velocity (centroid velocity). The left-
hand panel shows a strong and prominent velocity gra-
dient across the long axis of G0.253+0.016, which had
been seen in earlier works (e.g., Rathborne et al. 2015).
This large-scale velocity gradient is likely associated with
systematic rotation or shearing of the cloud. By con-
trast, stellar feedback or gravitational infall would pro-
duce a shock, i.e., a discontinuity, but we see a rather
smooth gradient, which is most likely associated with
shear (Kruijssen et al., in preparation). Such large-scale
systematic motions must be subtracted in order to isolate

the turbulent motions on scales smaller or equal to the
size of the cloud (e.g., Burkert & Bodenheimer 2000; Sur
et al. 2010; Federrath et al. 2011b). In order to isolate
the turbulent motions, we fit the gradient with a plane,
shown in the middle panel, and then subtract it from the
original velocity map (shown in the top right-hand panel
of Figure 4). This gradient-subtracted velocity map de-
picts the turbulent gas motions along the line of sight
(LOS), centered on v = 0.

3.2.2. Velocity PDF

Using the HNCO intensity-weighted velocity maps
from the top panels of Figure 4, we compute velocity
PDFs, shown in the bottom panels of the same Fig-
ure. The bottom left-hand panel shows the velocity
PDF before subtracting the large-scale velocity gradient,
while the right-hand panel shows the same after sub-
traction. We clearly see the two-component contribu-
tions from systematic shear or rotation of G0.253+0.016
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in the PDF before subtracting the large-scale velocity
gradient. The one-dimensional (1D) velocity dispersion
including the systematic contribution of the gradient is
8.8±0.2 km s−1, while the gradient-subtracted map yields
σv,1D = 3.9 ± 0.1 km s−1. Thus, the turbulent velocity
dispersion is significantly smaller than the total velocity
dispersion.

Henshaw et al. (2016) recently measured a 1D veloc-
ity dispersion of 11 km s−1 for G0.253+0.016, 25% higher
than our estimate that includes the contribution of the
large-scale gradient. This difference arises because Hen-
shaw et al. (2016) measured the LOS velocity dispersion,
while we measure the dispersion in the plane of the sky.
We further correct for the large-scale gradient. However,
the LOS velocity dispersion includes the contributions
from the large-scale gradient and thus the dispersions
and Mach numbers determined in Henshaw et al. (2016)
are not the purely turbulent dispersions and Mach num-
bers.

The gradient-subtracted PDF (bottom, right-hand
panel in Figure 4) has the characteristic Gaussian shape
of a purely turbulent medium. For example, Klessen
(2000) and more recently Federrath (2013) show veloc-
ity PDFs from turbulence simulations and they all have
this characteristic Gaussian shape. By contrast, the
wide, double-peaked velocity PDF before the gradient-
subtraction clearly contains non-turbulent, systematic
contributions from bulk motion, shear or rotation. The
Gaussian distribution in the PDF from the gradient-
subtracted velocity field provides an excellent fit (shown
as a dotted line), with some residual deviations. These
deviations from a purely Gaussian PDF may have several
sources. First, the data have intrinsic noise and measure-
ment uncertainties. Second, the excitation conditions
for the HNCO line may vary across the cloud. Third, we
only subtracted the largest-scale mode (top middle panel
of Figure 4). There might be smaller-scale modes con-
tributing to the systematic rotation or shear, which we
did not subtract. This might explain that the gradient-
subtracted PDF still shows a weak second peak at a ve-
locity v ∼ 4 km s−1 to the right of the main peak (v = 0).
Finally, turbulence has intrinsic non-Gaussian features,
broadly referred to as ‘intermittency’, leading to devia-
tions from Gaussian statistics, especially in the tails of
the PDFs (Falgarone & Phillips 1990; Passot & Vázquez-
Semadeni 1998; Kritsuk et al. 2007; Schmidt et al. 2008;
Hily-Blant et al. 2008; Falgarone et al. 2009; Schmidt
et al. 2009; Burkhart et al. 2009; Federrath et al. 2009,
2010; Hopkins 2013b; Federrath 2013).

In summary, the Gaussian fit in Figure 4 and the
standard deviation of the velocity data (without fitting)
yield a consistent 1D turbulent velocity dispersion of
σv,1D = 3.9 ± 0.1 km s−1, which we use below to derive
the turbulent Mach number, the sonic scale and the tur-
bulence driving mode of G0.253+0.016.

3.3. Magnetic field

Magnetic fields play an important role for the struc-
ture of molecular clouds and for star formation (Padoan
et al. 2014; Li et al. 2014). The magnetic field may be ex-
ceedingly important near the Galactic Center, where the
field seems to be particularly strong (Tsuboi et al. 1986;
Yusef-Zadeh & Morris 1987; Sofue et al. 1987; Chuss
et al. 2003; Ferrière 2010; Crocker et al. 2010, 2011;
Bally et al. 2014). Recent measurements of the mag-

Figure 5. Magnetic field estimates for G0.253+0.016 from eight
different magnetohydrodynamical turbulence simulations. Six of
the eight simulations are done with three different magnetic field
strengths for the ordered field component (B0 = 1000µG as dotted
lines, B0 = 2000µG as solid lines, and B0 = 3000µG as dashed
lines—note that B0 = const because of magnetic-flux conserva-
tion), constrained by observations (Pillai et al. 2015), each one
evolved with two different random seeds for the turbulence (seed 1
and 2). These six simulations were all run with solenoidal driving
and a resolution of 2563 grid cells. Another two simulations are
shown with B0 = 2000µG and seed 1, but either using compres-
sive driving (dash-dot line) or higher resolution with 5123 grid cells
(long-dashed line). We find that the turbulent (un-ordered) field
component Bturb can only grow to about 100–200µG in all cases.

netic field in G0.253+0.016 find a strong ordered mag-
netic field component with several mG, roughly following
the large-scale bending of the cloud (Pillai et al. 2015).
Based on their measurement of the standard deviation
of the residual polarization angle σφ = 9.3± 0.9 deg, Pil-
lai et al. (2015) find a total magnetic field strength of
Btot = 5.4± 0.5 mG by assuming a volume number den-
sity of n = 8 × 104 cm−3 from Longmore et al. (2012).
For this, Pillai et al. (2015) use the Chandrasekhar &
Fermi (1953) method,

Btot = f
√

4πρ
σv,1D

σφ
(4)

where f ≈ 0.5, ρ = nµmolmH is the volume density
based on number density (n), mean molecular weight
(µmol) and mass of the hydrogen atom (mH), and
σv,1D is the one-dimensional turbulent velocity disper-
sion. The G0.253+0.016 velocity dispersion σv,1D =
6.4 ± 0.4 km s−1 (Kauffmann et al. 2013) used in Pillai
et al. (2015) is consistent with our measurement from
the previous subsection.21 However, the average volume
number density n reported in Longmore et al. (2012) and
used in Pillai et al. (2015) is incorrect. The correct value
is at least 4 times smaller. Based on the Herschel map in
Figure 1, we find n = (1.3±0.7)×104 cm−3 (see Tab. 1).
Using this corrected volume density, we adjust the Pillai
et al. (2015) measurement to Btot = 2.2± 0.9 mG, where
we have propagated the uncertainty in n into Btot.

The relatively small standard deviation of the resid-
ual polarization angle σφ measured in Pillai et al.

21 Note, however, that the σv,1D in Kauffmann et al. (2013)
was measured inside 7 individual pc-sized fragments identified in
G0.253+0.016. Assuming that the turbulence acts similarly across
the cloud, the 1D velocity dispersion within individual cloud frag-
ments might be similar to the cloud-wide velocity dispersion with
the largest-scale mode subtracted (Fig. 4).
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(2015) means that the ordered field component B0 in
G0.253+0.016 is significantly larger than the turbulent
(un-ordered) field component Bturb. Note that Btot =
B0 + Bturb. Pillai et al. (2015) provide an upper limit,
B2

turb/B
2
0 ≤ 0.5, which leads to Bturb ≤ Btot/5. While

their constraint already shows that Bturb is significantly
smaller than Btot, Pillai et al. (2015) did not provide a
direct measurement of Bturb. The turbulent field compo-
nent is important, because it determines the small-scale
magnetic pressure, while B0 is primarily associated with
the large-scale magnetic tension in G0.253+0.016.

Here we determine the turbulent magnetic field com-
ponent Bturb by running magnetohydrodynamical tur-
bulence simulations following the methods in Federrath
et al. (2010, 2011a). These simulations are fully de-
termined by the turbulent velocity dispersion measured
for G0.253+0.016 in the previous subsection, the driv-
ing of the turbulence (solenoidal versus compressive) and
the ordered magnetic field component measured in Pil-
lai et al. (2015), adjusted to the correct volume density
(see above). We initialize three different values for the
ordered magnetic field, B0 = 1000, 2000, and 3000µG
to cover the uncertainty range in B0. For each of these
field strengths, we perform simulations with two different
random seeds in order to estimate the statistical fluctu-
ations in Bturb. All simulations use a resolution of 2563

grid points and purely solenoidal driving of the turbu-
lence (Federrath et al. 2010). We also re-run one of the
simulations (case B0 = 2000µG with seed 1), but with
a higher resolution of 5123 grid cells in one case and in
another case with fully compressive driving. We find no
significant difference in Bturb for either resolution or dif-
ferent driving of the turbulence.

Figure 5 shows the result of the 8 turbulence simula-
tions (3 different B0 with seed 1 and seed 2 each, one
simulation with higher resolution, and another simula-
tion with compressive driving instead of solenoidal driv-
ing). Shown are the ordered (B0) and turbulent (Bturb)
magnetic field components as a function of time in units
of the turbulent crossing time tturb. Note that the tur-
bulence becomes fully developed during the initial tran-
sient phase, t/tturb . 1–2. Once the turbulence is fully
established, Bturb only fluctuates within 100–200µG in
all simulations, independent of B0, the driving or the res-
olution of the simulations. We determine the time- and
simulation-averaged value and find Bturb = 130± 50µG,
where we have assumed the same relative uncertainty
as in Btot from the observations, i.e., 40%. The physi-
cal reason for our finding that Bturb is only about 1/10
of Btot is that B0 is so strong that the turbulence can
hardly tangle the magnetic field on small scales to build
up Bturb.22 Our simulation results are consistent with
the small standard deviation of the residual polarization
angle σφ measured in G0.253+0.016 (Pillai et al. 2015).

In the following we will use the derived turbulent mag-
netic field component to compute the turbulent plasma β
parameter, which is required to estimate the sonic scale,
the turbulent driving, and the star formation rate of
G0.253+0.016.

4. PHYSICAL PARAMETERS OF G0.253+0.016

22 We are currently performing a parameter study in which we
systematically vary B0 for fixed M, to determine the dependence
of Bturb on B0. Preliminary results suggest that Bturb decreases
monotonically with increasing B0 in the strong guide-field regime.

Here we derive new physical parameters of
G0.253+0.016 based on our measurements of the
volume density dispersion, the velocity PDFs and the
magnetic field simulations from the previous section.
Table 1 provides a comprehensive list of all measured
parameters, data taken from the literature, and the
derived physical parameters. We provide the defining
equation for each parameter and list the mean and
standard deviation for each of them. Comments and
references are provided in the last column.

We note that all of the measured and derived physi-
cal parameters were consistently determined within the
5 × 1022 cm−2 (10σ sensitivity) column density con-
tour and for all pixels that had valid HNCO intensity-
weighted velocity measurements. This defines a fixed
area A = 17±1 pc2 within which we derive and report all
physical parameters of G0.253+0.016. All uncertainties
were propagated based on each independent parameter.
We adopt a mean molecular weight per unit hydrogen
mass of µmol = 2.8 for a cloud of 71% molecular hydro-
gen gas, 27% helium, and 2% metals (e.g., Kauffmann
et al. 2008).

A few specific points should be highlighted. First, we
distinguish and list both the total (turbulent+shear) ve-
locity dispersion and the gradient-subtracted, purely tur-
bulent velocity dispersion. For the derivation of the sonic
scale and turbulence driving parameter in G0.253+0.016
(discussed in detail below), the purely turbulent veloc-
ity dispersion is the relevant quantity. Second, the to-
tal magnetic field measurement of 5.4 (0.5) mG in Pil-
lai et al. (2015) was adjusted to Btot = 2.2 (0.9) mG
in order to reflect the measured volume density n0 =
1.3 (0.7) × 104 cm−3 of G0.253+0.016. Third, the mass
M = 7.2 (3.8) × 104M� of G0.253+0.016 derived here
is a factor of 1.8 smaller than reported in Longmore
et al. (2012). This is because the area used to de-
fine G0.253+0.016 in Longmore et al. (2012) was based
on Herschel column density contours rather than the
area with significant HNCO emission in the ALMA data
cubes, resulting in a much larger area (58 pc2 vs. 17 pc2).

5. THE SONIC SCALE AND FILAMENT WIDTH

Interstellar filaments are considered to be important
building blocks of the dense star-forming phase of molec-
ular clouds (André et al. 2010, 2014). Star formation
often seems to be associated with such dense filaments
and, in particular, their intersections (Schneider et al.
2012). Here we find that G0.253+0.016 in the CMZ has
similar filament properties as seen in spiral-arm clouds,
e.g., that over-dense regions are located along filaments
(cf. Figure 1). It is remarkable that the filament width of
0.05–0.15 pc found in observations of nearby spiral-arms
clouds in the Milky Way is close to universal (Arzou-
manian et al. 2011; Benedettini et al. 2015; Kainulainen
et al. 2016; Federrath 2016). It is even more remarkable
that we find here a filament width of Wfil = 0.17±0.08 pc
for the CMZ cloud G0.253+0.016, consistent with Wfil
in the solar neighborhood. We can explain the similar
widths of the filaments in both environments with the
following theoretical model.

In our model, the filament width is determined by the
sonic scale of the turbulence (Arzoumanian et al. 2011;
Federrath 2016). The sonic scale marks the transition
from supersonic turbulence on large scales to subsonic
turbulence on small scales (Vázquez-Semadeni et al.
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Table 1
Physical parameters of G0.253+0.016 in the CMZ.

Physical Parameter Symbol/Definition Mean (Standard Deviation) Comment (Reference)

Measured physical parameters:

Area A 17 (1) pc2 From Figs. 1, 4; (Refs. 1)

H2 column density N0 1.9 (1.0)× 1023 cm−2 From Fig. 1; (Refs. 2)

Filament width Wfil 0.17 (0.08) pc From Figs. 1, 2

2D-to-3D density dispersion ratio R1/2 0.28 (0.11) From Fig. 1; Eq. (3); (Ref. 3)

1D turbulent+shear velocity dispersion σv,tot,1D 8.8 (0.2) km s−1 From Fig. 4, with gradient

1D turbulent velocity dispersion σv,1D 3.9 (0.1) km s−1 From Fig. 4, grad. subtracted

Derived from numerical simulations:

Turbulent magnetic field Bturb 130 (50)µG From Fig. 5; Sec. 3.3

Taken from the literature:

Log. column density dispersion ση 0.34 (0.02) η = ln(N/N0); (Refs. 2)

Gas temperature T 100 (50) K (Refs. 4)

Dust temperature Tdust 20 (1) K (Refs. 2)

Total (ordered+turbulent) magnetic field Btot 2.2 (0.9) mG (Ref. 5)

Mean molecular weight per unit mH µmol 2.8 mH: mass of an H atom (Ref. 6)

Derived physical parameters:

Effective diameter L = 2 (A/π)1/2 4.7 (0.1) pc

Massa M = N0µmolmHA 7.2 (3.8)× 104 M�
H2 volume number densityb n0 = N0/L 1.3 (0.7)× 104 cm−3

Volume density ρ0 = n0µmolmH 6.2 (3.3)× 10−20 g cm−3

Column density dispersion σN/N0
= [exp(σ2

η)− 1]1/2 0.35 (0.02) (Ref. 7)

Volume density dispersion σρ/ρ0 = σN/N0
/R1/2 1.3 (0.5) Eq. (3); (Ref. 3)

Sound speed (isothermal) cs = [kBT/(µpmH)]1/2 0.60 (0.15) km s−1 µp = 2.33 (Ref. 6)

Turbulent Alfvén speed vA = Bturb/(4πρ0)1/2 1.5 (0.7) km s−1

Turbulent plasma beta β = 2 c2s/v
2
A 0.34 (0.35)

3D turbulent+shear velocity dispersion σv,tot,3D = 31/2σv,tot,1D 15.2 (0.3) km s−1

3D turbulent velocity dispersion σv,3D = 31/2σv,1D 6.8 (0.2) km s−1

Virial parameter (turbulence+shear) αvir,tot = 5σ2
v,tot,3D/(πGL

2ρ0) 4.3 (2.3)

Virial parameter (turbulence only) αvir = 5σ2
v,3D/(πGL

2ρ0) 0.85 (0.45)

Freefall time tff = [3π/(32Gρ0)]1/2 0.27 (0.14) Myr

Turbulent crossing time tturb = L/σv,3D 0.67 (0.03) Myr

Turbulent energy dissipation rate εturb = Mσ2
v,3D/(2tturb) 1.5 (0.8)× 1036 erg s−1

3D turbulent sonic Mach number M = σv,3D/cs 11 (3)

3D turbulent Alfvén Mach number MA = σv,3D/vA 4.6 (2.1)

Sonic scale λsonic = LM−2(1 + β−1) 0.15 (0.11) pc Eq. (5); (Refs. 8)

Turbulence driving parameter b = σρ/ρ0M
−1(1 + β−1)1/2 0.22 (0.12) Eq. (7); (Refs. 9)

Derived star formation parameters:

Log-critical density scrit = Eq. (10) 2.3 (1.2) Eq. (10); (Ref. 10)

Critical number density ncrit = n0 exp(scrit) 1.0 (1.4)× 105 cm−3 (Ref. 10)

Star formation rate per freefall time εff = Eq. (11) 0.042 (0.030) Eq. (11); (Ref. 10)

Star formation rate SFR = εff M/tff 1.1 (0.8)× 10−2 M� yr−1 Eq. (13); (Ref. 10)

Notes. All physical parameters are derived for pixels that fall within the 5×1022 cm−2 (10σ sensitivity) column density contour shown in
Figure 1 and where the HNCO intensity-weighted velocity has valid measurements (see Figure 4). This defines the fixed area A = 17 (1) pc2

within which we derive and report all physical parameters of G0.253+0.016. All uncertainties were propagated based on each independent
parameter. The standard deviation of each parameter is provided in brackets; we note that some of the parameters do not have Gaussian
probability distributions, e.g., β = 0.34(0.35), which must not be read as β having a finite probability to be negative (by definition it must
not), instead this is a consequence of the skewed distribution of β. Nevertheless, the standard deviation is always a useful measure of the
uncertainty in each parameter (D’Agostini 2004). References: (1) assuming a distance of 8.3 (0.3) kpc (Malkin 2013; Zhu & Shen 2013;
Reid et al. 2014), (2) Longmore et al. (2012), Rathborne et al. (2014b), (3) Brunt et al. (2010b), (4) Lis et al. (2001), Mills & Morris
(2013), Ao et al. (2013), Bally et al. (2014), Ginsburg et al. (2016), (5) Pillai et al. (2015); note that the magnetic field measurement of
5.4 (0.5) mG in Pillai et al. (2015) was adjusted to reflect the correct volume density n0 = 1.3 (0.7)× 104 cm−3 of G0.253+0.016, because
the volume density reported in Longmore et al. (2012) is incorrect. We further propagated the uncertainty of n into the uncertainty of
Btot. (6) Kauffmann et al. (2008). (7) Price et al. (2011). (8) Federrath & Klessen (2012), Federrath (2016). (9) Federrath et al. (2008b),
Federrath et al. (2010), Padoan & Nordlund (2011), Molina et al. (2012), Federrath & Banerjee (2015), Nolan et al. (2015). (10) Federrath
& Klessen (2012). aNote that the mass of 1.3 × 105M� derived by Longmore et al. (2012) is a factor of 1.8 higher than our estimate,
because Longmore et al. (2012) computed the mass in an area of 1.3× 105M�/(1023 cm−2 µmolmH) = 58 pc2, which is significantly larger
than what we define here for the area of G0.253+0.016. Note that the effective radius of 2.8 pc reported in Longmore et al. (2012) also
corresponds to a significantly smaller area (25 pc2) compared to the area used for their mass estimate. Here we derive all physical quantities
consistently in a fixed area A = 17 (1) pc2 (see above). bThe average volume density of 8× 104 cm−3 reported in Longmore et al. (2012) is
incorrect because of an error in the script from which that value was derived. The corrected value derived here is n0 = 1.3 (0.7)×104 cm−3.
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2003). It is defined as (Federrath & Klessen 2012; Fed-
errath 2016)23

λsonic = LM−2
(
1 + β−1

)
, (5)

where L, M = σv,3D/cs and β are the cloud scale
(diameter), the 3D turbulent sonic Mach number, and
the ratio of thermal to magnetic pressure, plasma β =
pthermal/pmagnetic = 2c2s/v

2
A of the cloud. Inserting

L = 4.7 ± 0.1 pc, M = 11 ± 3, and β = 0.34 ± 0.35
based on our measurements and values taken from the
literature summarized in Table 1, we find a sonic scale of

λsonic = 0.15± 0.11 pc (6)

for G0.253+0.016. This is in excellent agreement with
the filament width that we measured for G0.253+0.016
in Figure 2. It supports the idea that the sonic scale of
magnetized turbulence given by Equation (5) may con-
trol the width of interstellar filaments, not only in nearby
clouds (Federrath 2016), but also in the CMZ.

We have to add the caveat that Equation (5) is gener-
ally only applicable for clouds where the magnetic field is
primarily turbulent, i.e., Bturb > B0. This does not seem
to be the case in G0.253+0.016 (see Section 3.3), so we
have to perform a more careful analysis of the orientation
of the filaments with respect to the large-scale ordered
magnetic field component B0. In Figure 2 we found that
filaments parallel to B0 are somewhat wider than fila-
ments perpendicular to B0, however, this is merely a
trend that is not statistically significant given the uncer-
tainties in the measured filament width. So while Equa-
tion (5) only takes the turbulent magnetic pressure into
account and would thus theoretically only apply to the
filaments perpendicular to B0, it seems to provide a good
match to the measured filament widths, irrespective of
the filament orientation.

6. THE EFFECTIVE TURBULENT DRIVING

Theoretical and numerical studies have shown that the
density fluctuations (σρ/ρ0) in a turbulent medium cor-
relate with the Mach number (M) and the driving of the
turbulence, which is controlled by the turbulence driving
parameter b (Federrath et al. 2008b, 2010; Price et al.
2011; Konstandin et al. 2012; Nolan et al. 2015; Feder-
rath & Banerjee 2015),

σρ/ρ0 = bM
(
1 + β−1

)−1/2
, (7)

with

b =


1/3 : purely solenoidal driving
0.4 : natural mixture
1 : purely compressive driving.

(8)

Equation (7) includes the magnetic pressure contribution
through the thermal-to-magnetic pressure ratio, plasma
β (Padoan & Nordlund 2011; Molina et al. 2012). Note
that in the absence of magnetic fields, where β →∞, the
relation simplifies to σρ/ρ0 = bM. While Equation (8)
lists the three special cases (solenoidal, mixed, compres-
sive), the driving parameter can vary continuously in the

23 Note that the definition of the sonic scale in Eq. (45) in Hop-
kins (2013a) is similar to ours and yields the same dependence on
M, but it does not incorporate the magnetic pressure contribution
that we include here and first introduced as the ’magneto-sonic’
scale in Eq. (22) in Federrath & Klessen (2012).

range 1/3 . b . 1. An increasing b value corresponds
to an increasing fraction of compressive modes in the
turbulent driving mechanism. The special case called
‘natural mixture’ is close to solenoidal driving and refers
to the situation where the turbulent driving modes are
randomly distributed in all three dimensions (see Fig. 8
in Federrath et al. 2010).

Given our measurements of σρ/ρ0 = 1.3 ± 0.5, M =
11 ± 3 and β = 0.34 ± 0.35 in G0.253+0.016 from the
previous sections and summarized in Table 1, we can
solve Equation (7) for the turbulence driving parameter
and find

b = σρ/ρ0M
−1(1 + β−1)1/2 = 0.22± 0.12. (9)

This result means that turbulence in G0.253+0.016 is
primarily caused by a solenoidal driving mechanism.

6.1. The density dispersion–Mach number relation

Figure 6 shows a graphical representation of the den-
sity dispersion–Mach number relation given by Equa-
tion (7). In order to put our result for the CMZ cloud
G0.253+0.016 in context, we include three spiral-arm
clouds in Figure 6, for which the density dispersion–
Mach number relation was measured in previous works.
Measurements in Taurus were obtained in Brunt (2010),
with corrections to the Mach number estimate in Kainu-
lainen & Tan (2013), and combined here with an Alfvén
Mach number ofMA > 1 estimated for the gas inside the
cloud (Heyer & Brunt 2012).24 The Galactic Ring Survey
molecular cloud GRSMC43.30-0.33 data are from Gins-
burg et al. (2013) and the IC5146 data are from Padoan
et al. (1997a). For GRSMC43.30-0.33 and IC5146, we
had to neglect the magnetic field (assumed MA → ∞),
because there are no measurements of Bturb available for
these clouds. However, we emphasize that including a
realistic magnetic field strength Bturb > 0 will always
lead to higher values of the driving parameter b. The
data points for GRSMC43.30-0.33 and IC5146 shown in
Figure 6 therefore represent lower limits of b.

We see that all three available spiral-arm clouds have
a significant compressive driving component, i.e., they
have b parameters exceeding the natural driving mix-
ture, b > 0.4, given by the blue dotted line (Federrath
et al. 2010). However, G0.253+0.016 (shown as the red
circle in Fig. 6) has a significantly lower density dis-
persion σρ/ρ0 and thus significantly lower b than any
of the three solar neighborhood clouds. Our measure-
ment of b = 0.22 ± 0.12 indicates solenoidal driving of
the turbulence (b < 0.4). Given the inherent observa-
tional uncertainties we rule out mixed driving in favor
of solenoidal driving at 1σ confidence level. We spec-
ulate that the most likely physical driver causing this
solenoidal driving mode in G0.253+0.016 are shearing
motions in the CMZ. This is consistent with the large-
scale velocity gradient across G0.253+0.016 that we saw
in Figure 4, which Kruijssen et al. (in preparation) show
rigorously is caused by the shear that G0.253+0.016 ex-
perienced during its recent pericenter passage (Longmore
et al. 2013a; Kruijssen et al. 2015).

24 As a reasonable estimate ofMA in Taurus, we adoptMA = 2
and plot in Fig. 6 the horizontal error bars from the lower limit
(MA = 1) to 4 times this value (MA = 4). Given the low Alfvén
Mach number in the periphery of Taurus (MA ∼ 0.5; see Heyer &
Brunt 2012), it is unlikely thatMA could reach values higher than
MA = 4 inside Taurus. We further include the uncertainty of the
sonic Mach number into the horizontal error bars.



The CMZ cloud G0.253+0.016 13

Figure 6. Relation between the turbulent density fluctuations (σρ/ρ0 ) and the combination of sonic Mach number (M) and plasma β.

This relation given by Equation (7), defines the turbulence driving parameter b (Federrath et al. 2008b, 2010). The three dotted lines
show Eq. (7) for three representative driving cases: purely solenoidal driving (b = 1/3, gold), naturally-mixed driving (b ∼ 0.4, blue), and
purely compressive driving (b = 1, purple); see Eq. (8). Numerical simulations are shown as symbols (with the color indicating the applied
driving mode: sol, mix or comp): from Federrath et al. (2008b, 2010) (diamonds), Price et al. (2011) (pentagon), Molina et al. (2012)
(squares), Konstandin et al. (2012) (stars), Nolan et al. (2015) (triangles), and Federrath & Banerjee (2015) (upside-down triangle). The
black crosses are measurements in the Milky Way spiral-arm clouds Taurus (Brunt 2010), GRSMC43.30-0.33 (Ginsburg et al. 2013), and
IC5146 (Padoan et al. 1997a). Our measurement for G0.253+0.016 is shown as the red circle with 1σ uncertainties drawn from the PDFs in
the top and right panels. This indicates solenoidal driving of the turbulence in G0.253+0.016, i.e., b < 0.4. By contrast, all three spiral-arm
clouds show a significant compressive driving component, b > 0.4.

If G0.253+0.016 is representative of clouds in the
CMZ, then we expect/predict that turbulence is gener-
ally driven solenoidally by shear in the CMZ and possibly
in the central parts of other galaxies as well (Kruijssen
& Longmore 2013; Martig et al. 2013; Davis et al. 2014).
The dominant driver of the turbulence in such environ-
ments would be shear (as assumed in Krumholz & Kruijs-
sen 2015). With our direct measurement of the driving
parameter b = 0.22±0.12 in the CMZ, we provide an in-
dependent confirmation that shear is a strong turbulence
driver in G0.253+0.016.25 This solenoidal driving mode
might cause (or at least contribute to) the low SFRs ob-
served in the CMZ (Longmore et al. 2013b) compared
to spiral-am clouds, where the turbulence driving is sig-
nificantly more compressive (cf. Fig. 6). Indeed, sim-
ulations and theoretical models of the SFR show that
solenoidal driving can reduce the SFR by an order of
magnitude compared to compressive driving (Federrath
& Klessen 2012; Padoan et al. 2014). More measure-
ments of b are needed in different environments to under-
stand which turbulence drivers are dominant in different
physical conditions (e.g., spiral-arm clouds vs. CMZ, low
redshift vs. high redshift, etc.).

7. DISCUSSION

25 We note that the shear can only maintain the turbulence as
long as the rotation curve allows it. At a galacto-centric radius of
about 100 pc (i.e., where G0.253+0.016 currently resides), the rota-
tion curve reaches a shear minimum. In the Krumholz & Kruijssen
(2015); Krumholz et al. (2016) model, this is why the star forma-
tion is episodic: irrespective of the turbulence driving, eventually
the gas will hit the shear minimum and collapse to form stars and
drive feedback.

7.1. Suppression of dense cores in G0.253+0.016

Interferometric molecular line and dust emission obser-
vations by Kauffmann et al. (2013) and Rathborne et al.
(2014b) showed a lack of dense cores of significant mass
and density in G0.253+0.016, thus providing a possible
explanation for the low star formation activity in the
CMZ cloud. However, this does not explain what causes
the lack of dense cores. Here we find a possible rea-
son, namely that the turbulence is driven solenoidally in
G0.253+0.016 by large-scale shear, which can suppress
the formation of dense cores and reduces the SFR.

7.2. The star formation rate in G0.253+0.016

Kruijssen et al. (2014) and Rathborne et al. (2014b)
showed that the volume density threshold for star for-
mation is several orders of magnitude higher in the
CMZ compared to clouds in the solar neighborhood.
We now compute the critical density and the SFR for
G0.253+0.016. Based on the values derived in Table 1
and adopting the Krumholz & McKee (2005) or Padoan
& Nordlund (2011) model for the critical density with the
best-fit theory parameter φx = 0.17 ± 0.02 (the ratio of
sonic to Jeans scale at the critical density; see Eq. (10)
and Tab. 3 in Federrath & Klessen 2012), we find the
log-normalized critical density threshold (Eq. 20 in Fed-
errath & Klessen 2012),

scrit = ln

[
π2

5
φ2
xαvir,totM2 1

1 + β−1

]
= 2.3± 1.2. (10)

Note that in this Equation for the critical density of star
formation, we used the total (turbulence+shear) virial
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parameter instead of the purely turbulent one, because
shear contributes to reducing the star formation poten-
tial of the cloud.

Equation (10) leads to a critical volume density thresh-
old of ncrit = n0 exp(scrit) = 1.0 × 105 cm−3, about
1–2 orders of magnitude higher than in nearby clouds.
However, this alone does not explain the low SFR in
G0.253+0.016, because the gas densities are equally ele-
vated by 1–2 orders of magnitude. Relevant for the pre-
dicted SFR based on models of supersonic MHD turbu-
lence is not ncrit, but the log-normalized critical density
(scrit) given by Equation (10), which does not depend
on the average density n0 (Federrath & Klessen 2012;
Padoan et al. 2014). Indeed, the theory is fully deter-
mined by four dimensionless physical parameters of the
cloud, namely the virial parameter, the sonic Mach num-
ber, the turbulence driving parameter, and the plasma
beta (Federrath & Klessen 2012). These four parameters
define the multi-freefall model (Hennebelle & Chabrier
2011) for the dimensionless SFR per freefall time given
by (Eq. 41 in Federrath & Klessen 2012),

εff =
ε

2φt
exp

(
3

8
σ2
s

)[
1 + erf

(
σ2
s − scrit√

2σ2
s

)]
(11)

with the log-normalized density variance (Eq. 4 in Fed-
errath & Klessen 2012),

σ2
s = ln

[
1 + b2M2β/(β + 1)

]
. (12)

Using our derived parameters αvir,tot, M, b, and β for
G0.253+0.016 from Table 1, and combined with the best-
fit theory parameter 1/φt = 0.46 ± 0.06 (from Tab. 3 in
Federrath & Klessen 2012) and the core-to-star efficiency
ε = 0.5 (Federrath et al. 2014), we find an SFR per
freefall time of εff = 0.042± 0.030 or an absolute SFR,

SFR = εff M/tff = (1.1± 0.8)× 10−2M� yr−1. (13)

The key point is that the same theoretical model pre-
dicts SFR = 7.6 × 10−2M� yr−1 if a turbulence driving
parameter b = 0.5 is used, which is typical for clouds
in the solar neighborhood (see Fig. 6). We see that this
is a factor of 6.9 higher than what we derived in Equa-
tion (13) based on our measured b = 0.22. This demon-
strates that the driving of the turbulence is a critical
parameter for the SFR of G0.253+0.016.

7.3. Turbulent versus ordered magnetic field

We emphasize that the turbulent plasma β (not the to-
tal plasma β), enters the theoretical models for the sonic
scale, turbulence driving parameter, critical density for
star formation, and turbulent density dispersion, given
by Equations (5), (7), (10), and (12), respectively. As
explained in Federrath & Klessen (2012), these equations
are not valid if one inserts the total (turbulent+ordered)
plasma β in the presence of a strong ordered magnetic
field component. This is because the equations were de-
rived by adding the turbulent pressure to the thermal
pressure, thus only considering the effect of the turbu-
lent magnetic field. This is why we derived the turbu-
lent magnetic field component of G0.253+0.016 in Sec-
tion 3.3, which yields the turbulent plasma β entering
Equations (5), (7), (10), and (12).

7.4. Comparison with simulations of G0.253+0.016

Bertram et al. (2015) performed numerical simulations
of star formation with the goal to understand the low star
formation efficiency in G0.253+0.016. They primarily
varied the virial parameter of their model clouds from 0.5
to 8. We measured the total (turbulence+shear) virial
parameter in G0.253+0.016 and find αvir,tot = 4.3± 2.3.
However, Bertram et al. (2015) find that even such high
virial parameters still yield too high star formation effi-
ciencies. A possible reason for the persistent high SFR
in their simulations is that Bertram et al. (2015) did not
use solenoidal driving of the turbulence, which can re-
duce the SFR by factors of a few as we have shown in
the previous subsection (Federrath & Klessen 2012).

7.5. Absorption filaments

Bally et al. (2014) found filaments observed in absorp-
tion of the HCO+ J = 1 − 0 line toward G0.253+0.016.
Radiative transfer calculations aimed at reproducing the
observations show that the absorption filaments are lo-
cated in gas of less than 103 cm−3 (Bally et al. 2014).
This is low density compared to G0.253+0.016, where the
gas densities are ∼ 104 cm−3 (Rathborne et al. 2014a,b,
Tab. 1). Thus, Bally et al. (2014) concluded that the
absorption filaments seen in their study may be lo-
cated close to the surface of G0.253+0.016 or in front
of G0.253+0.016. Here instead we study filaments iden-
tified in the ALMA 3 mm dust continuum distribution,
primarily tracing material inside G0.253+0.016. Bally
et al. (2014) estimated the H2 column densities of their
absorption filaments to be only 6×1020 cm−2, more than
two orders of magnitude lower than the column densities
we find here for the dust-continuum filaments (cf. Fig. 2).

7.6. Caveats and limitations

7.6.1. Uncertainties in the column density

The column density maps shown in Figure 1 were pro-
duced in Longmore et al. (2012) and Rathborne et al.
(2014b) (see Sec. 2). The pure Herschel map was derived
by modeling the spectral energy distribution (SED) us-
ing data from 5 Herschel wavelengths obtained with Hi-
GAL. To recover the large-scale emission in the ALMA
interferometer data, the 500µm dust continuum emis-
sion from Herschel was scaled to what is expected at the
ALMA 3 mm continuum emission, assuming a graybody
where the flux scales as νβSED+2 with a global spectral
index βSED = 1.2 ± 0.1 and a global dust temperature
Tdust = 20 ± 1 K. Rathborne et al. (2014b) estimated
the uncertainties following this procedure to be of the
order of 10% in the column density, if the dust temper-
ature and spectral index are fixed and only statistical
uncertainties are taken into account. However, the sys-
tematic uncertainties in scaling the flux from Herschel
to the ALMA 3 mm continuum emission actually in-
troduced uncertainties by a factor of 2 in the average
column density N0. We obtained this factor 2 uncer-
tainty by comparing N0 in the Herschel column density
map from Longmore et al. (2012) with the N0 in the
combined ALMA+Herschel map from Rathborne et al.
(2014b), shown in Figure 1. Since the Herschel map was
obtained by SED modeling with data from 5 wavelengths,
it provides a well-calibrated column density map. Thus,
in order to derive global properties such as the average
column density and mass of G0.253+0.016 we use the
pure Herschel map. For extracting filamentary struc-
tures, we use the high-resolution ALMA+Herschel map
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(Rathborne et al. 2014b). The consequence of the uncer-
tainty inN0 is that the absolute calibration of the column
density profiles shown in Figure 2 is also uncertain by a
factor of 2, but the derived filament width is independent
of N0 (because N0 merely shifts the filament profiles up
or down in N , but leaves the width unchanged). The nor-
malized column density PDF in Rathborne et al. (2014b)
and the derived ση, σN/N0

and σρ/ρ0 in Table 1 are also
not affected by the uncertainty in N0. This is because
these quantities are defined such that N0 is divided out,
so they merely quantify the column- and volume-density
contrast, independent of N0.

7.6.2. Correlation of dust and molecular line emission

Rathborne et al. (2015) investigated the correlation be-
tween the dust emission and 17 molecular line tracers ob-
served toward G0.253+0.016. For most of the molecular
tracers, they find a lack of correlation. The best overall
correlation is provided by the HNCO line, which is why
we use it here to measure the global velocity gradient
and velocity dispersion (cf. Fig. 4). While the HNCO
line provides good coverage and is sufficiently optically
thin to trace the global kinematics of G0.253+0.016 well,
the local correlations are often rather poor. This caveat
prevents us from studying the detailed velocity structure
along the LOS toward each individual filament identified
in Figure 1. Previous studies of filamentary structures
emphasize the importance of correlation between the col-
umn density and velocity structure (Hacar et al. 2013;
Moeckel & Burkert 2015; Kainulainen et al. 2016; Hacar
et al. 2016; Federrath 2016; Smith et al. 2016). This must
ultimately be done with more reliable line tracers than
currently available.

7.6.3. Filaments in 2D versus filaments in 3D

Filaments in a 2D projected image of a cloud do not
necessarily correspond to filaments in the 3D position-
position-position (PPP) space (e.g., Smith et al. 2014;
Fernández-López et al. 2014; Lee et al. 2014). Thus,
the filaments identified in Figure 1 only correspond to
filaments in projection, while they may actually con-
sist of sub-filaments extending along the LOS. In order
to separate contributions from multiple filaments along
the LOS in position-position-velocity (PPV) space, one
would need to correlate the column density structure
with kinematic information from molecular line tracers.
However, we currently do not have sufficiently good line
tracers to test the correlation in PPV space (see previous
subsection). Note that even if we had access to reliable
information in PPV space, we would still not be able
to separate filaments in PPP space. However, here we
are primarily interested in the statistical averages over
all the filaments, in particular their average width and
column density (see Fig. 2). Smith et al. (2014) com-
pared the filament widths obtained in 2D versus 3D and
find that the mean 3D filament width is (on average)
a factor of 2 smaller than the 2D filament width. This
is because multiple filaments along the LOS can blend
together in the 2D projection. Using a relatively large
fit range can therefore overestimate the intrinsic filament
width. Federrath (2016) therefore recommended to use a
fitting technique that is most sensitive to the peak of the
filament profile and reduces the weight of contributions
from the wings of the profile (where the LOS blending
of other filaments can broaden the profile). If sufficient

angular resolution is available this fitting procedure can
minimize the effect of the broadening. Nevertheless, we
caution that individual filaments identified in Figure 1
do not necessarily correspond to coherent and individual
structures in the 3D space of G0.253+0.016. Based on
the simulations in Smith et al. (2014) and their compari-
son of filament detection in 2D and 3D, we apply a factor
of 2 uncertainty to our measured filament width.

Marsh et al. (2016) recently identified an elongated
structure in the column density map of G0.253+0.016
based on Herschel data. Since the resolution of Herschel
is not sufficient to resolve the structure of filaments down
to . 0.1 pc (see Fig. 1), it is possible that the elongated
structure identified in Marsh et al. (2016) actually con-
sists of multiple sub-structures.

7.6.4. Thermal structure of G0.253+0.016

The theoretical models for the sonic scale (filament
widths) and the standard deviation of density fluctua-
tions, Equations (5) and (7) respectively, both rest on the
assumption of isothermal turbulence, i.e., gas at constant
temperature. G0.253+0.016 has gas temperature varia-
tions ranging from as low as 50 K up to 340 K (Lis et al.
2001; Ao et al. 2013; Mills & Morris 2013; Bally et al.
2014; Ginsburg et al. 2016). While this is the total range
of gas temperature variations across G0.253+0.016, we
here only need an estimate of the average global gas
temperature of G0.253+0.016. We use an average gas
temperature of T = 100± 50 K, based on measurements
from the literature (see Tab. 1). However, we emphasize
that our results are not sensitive to the exact choice of
gas temperature, because the sound speed cs ∝ T 1/2 en-
tering Equations (5) and (7) nearly cancels out. This is
because both M = σv/cs and β = 2c2s/v

2
A depend on cs.

In order to see that, consider small values of β as applica-
ble to G0.253+0.016 (see Tab. 1) and expand the factor
(1 + β−1) ≈ β−1 in Equations (5) and (7). We see that
in the limit β → 0, the sound speed exactly cancels in
both equations. Here we have small β instead of β → 0,
so cs does not cancel out exactly, but almost, such that
the end results for the sonic scale λsonic and the driving
parameter b do not sensitively depend on the choice of
sound speed and thus they do not significantly depend
on the gas temperature of G0.253+0.016.

8. SUMMARY AND CONCLUSIONS

We measure and derive new physical parameters for
the CMZ cloud G0.253+0.016, which give insight into
the filament properties and the turbulence driving mode
dominating the cloud and possibly galaxy-center clouds
in general. Our measurements and results are summa-
rized in Table 1. Here we list the most important results
and conclusions:

1. Using the DisPerSE filament detection algorithm,
we find 11 high-S/N filaments in the dense gas of
G0.253+0.016 (see Fig. 1). Located along some of
these filaments are three over-dense regions with
a column density exceeding 2.5 × 1023 cm−2. As
shown in previous studies, one of these cores has
a water maser, which may indicate local active
star formation. We find that the filling fraction
of these cores is only 0.1% of the total area of
G0.253+0.016, indicating inefficient dense-core and
star formation.
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2. We construct the average radial profile of the fila-
ments and find a typical filament column density of
∼ 1023 cm−2, which is an order of magnitude higher
than the average filament column density observed
in nearby spiral-arm clouds. We measure an aver-
age width of Wfil = 0.17± 0.08 pc (see Fig. 2).

3. We find that the filament width does not signifi-
cantly depend on the orientation of the filaments
with respect to the ordered magnetic field compo-
nent in G0.253+0.016.

4. Based on the column density PDF analyzed in
Rathborne et al. (2014b) and combined with the
column density power spectrum, we reconstruct the
volume density dispersion, σρ/ρ0 = 1.3± 0.5, using
the method developed in Brunt et al. (2010b).

5. Analyzing the spatial distribution of the HNCO
intensity-weighted velocity, we see a strong large-
scale velocity gradient across the whole cloud,
which is likely associated with strong shearing mo-
tions (Kruijssen et al., in preparation). We sub-
tract the large-scale gradient in order to obtain
the distribution of turbulent velocities. From the
Gaussian shape of the velocity PDF (Fig. 4), we
find a turbulent velocity dispersion of σv,1D =
3.9±0.1 km s−1, which is significantly smaller than
the total velocity dispersion (8.8± 0.2 km s−1).

6. Using magnetohydrodynamical turbulence simula-
tions that take the measured turbulent velocity
dispersion and the total (ordered+turbulent) mag-
netic field strength Btot = 2.2 (0.9) mG adapted
from Pillai et al. (2015) as input, we determine
the turbulent magnetic field component Bturb =
130 ± 50µG (Fig. 5). Given the velocity dis-
persion and strong ordered field in G0.253+0.016,
our simulations show that Bturb can only grow to
. Btot/10.

7. Using Bturb and adding the gas temperature T =
100± 50 K constrained in the literature, we derive
the sound speed, the Alfvén speed and the ratio of
thermal to magnetic pressure, plasma β (Tab. 1).
Using these measurements, we derive a 3D turbu-
lent sonic Mach number of M = 11± 3 and a tur-
bulent Alfvén Mach number ofMA = 4.6± 2.1 for
G0.253+0.016.

8. We measure the effective cloud diameter L =
4.7 ± 0.1 pc and combine it with the Mach num-
ber and plasma β to derive the sonic scale λsonic of
the turbulence in G0.253+0.016. We find λsonic =
LM−2(1 + β−1) = 0.15 ± 0.11 pc, in agreement
with our measurement of the filament width, Wfil =
0.17 ± 0.08 pc. This supports the idea that the
filament width is determined by the sonic scale,
Equation (5), both in the CMZ and in spiral-arm
clouds (Federrath 2016). We caution that Equa-
tion (5) strictly only applies to the filament popu-
lations perpendicular to the ordered magnetic field;
however, we find similar widths for parallel and per-
pendicular filaments (see Fig. 2).

9. Our results imply that the filament width in
G0.253+0.016 is similar to the filament width in

nearby clouds, despite the orders-of-magnitude dif-
ference in some physical parameters of nearby
clouds compared to the CMZ. The reason behind
the similarity in Wfil is the sonic scale, Equa-
tion (5). It depends only on L, M = σv,3D/cs
and β = pthermal/pmagnetic. While the thermal and
magnetic pressure are both an order of magnitude
higher in G0.253+0.016 compared to clouds in so-
lar neighborhood, the ratio (plasma β ∼ 0.3) is
similar in both environments. The same applies
for the sonic Mach number—both σv,3D and cs are
individually enhanced in G0.253+0.016 by factors
of a few, but their ratio (M∼ 10) is again similar
to nearby clouds (Schneider et al. 2013).

10. Using the reconstructed volume density dispersion
σρ/ρ0 together with M and β allows us to de-
rive the driving mode parameter b of the turbu-
lence, following Equations (7) and (8). We find
b = σρ/ρ0M−1(1 + β−1)1/2 = 0.22 ± 0.12, indicat-
ing solenoidal driving in G0.253+0.016.

11. We argue that the solenoidal driving in this
Galactic-Center cloud is caused by strong shear,
in agreement with the strong large-scale velocity
gradient (c.f. Fig. 4) and with detailed numerical
simulations of CMZ clouds. We speculate that
this solenoidal mode of turbulence driving might
be the typical driving mode in the centers of galax-
ies, because of the enhanced shear in such envi-
ronments. The solenoidal (shearing) mode of tur-
bulence might explain the low SFRs observed in
the CMZ compared to spiral-arm clouds, where the
driving appears to have a significantly more com-
pressive component, b > 0.4 (see Fig. 6). Using
SFR theory based on MHD turbulence, we find that
b = 0.22 yields a factor of 6.9 lower SFR compared
to b = 0.5, emphasizing the role of the turbulence
driving parameter.
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822, 11
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Schneider, N., André, P., Könyves, V., et al. 2013, ApJ, 766, L17
Schneider, N., Ossenkopf, V., Csengeri, T., et al. 2015, A&A, 575,

A79
Schneider, S., & Elmegreen, B. G. 1979, ApJS, 41, 87
Seifried, D., & Walch, S. 2015, MNRAS, 452, 2410
Smith, R. J., Glover, S. C. O., & Klessen, R. S. 2014, MNRAS,

445, 2900
Smith, R. J., Glover, S. C. O., Klessen, R. S., & Fuller, G. A.

2016, MNRAS, 455, 3640
Sofue, Y., Reich, W., Inoue, M., & Seiradakis, J. H. 1987, PASJ,

39, 95
Sousbie, T. 2011, MNRAS, 414, 350
Sousbie, T., Pichon, C., & Kawahara, H. 2011, MNRAS, 414, 384
Stone, J. M., Ostriker, E. C., & Gammie, C. F. 1998, ApJ, 508,

L99
Sugitani, K., Nakamura, F., Watanabe, M., et al. 2011, ApJ, 734,

63
Sun, M., & Takayama, K. 2003, JFM, 478, 237
Sur, S., Schleicher, D. R. G., Banerjee, R., Federrath, C., &

Klessen, R. S. 2010, ApJ, 721, L134
Tamburro, D., Rix, H.-W., Leroy, A. K., et al. 2009, AJ, 137, 4424
Tomisaka, K. 2014, ApJ, 785, 24
Tsuboi, M., Inoue, M., Handa, T., et al. 1986, AJ, 92, 818
Vázquez-Semadeni, E., Ballesteros-Paredes, J., & Klessen, R. S.

2003, ApJ, 585, L131
Vazquez-Semadeni, E., Canto, J., & Lizano, S. 1998, ApJ, 492,

596
Vázquez-Semadeni, E., Coĺın, P., Gómez, G. C.,
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