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A B S T R A C T 

Galactic winds are a crucial player in galaxy formation and ev olution, b ut observations of them hav e pro v en e xtraordinarily 

difficult to interpret, leaving large uncertainties even in basic quantities such as mass outflow rates. Here we present an analysis 
of the wind of the nearby dwarf starburst galaxy M82 using a semi-analytic model that is able to take advantage of the full 
three-dimensional information present in position–position–velocity data cubes measured in the H I 21-cm line, the CO J = 2 

→ 1 line, and the H α line. Our best-fitting model produces position-dependent spectra in good agreement with the observations, 
and shows that the total wind mass flux in the atomic and molecular phases is ≈10 M � yr −1 (corresponding to a mass loading 

factor of ≈2–3), with less than a factor of 2 uncertainty; the mass flux in the warm ionized phase is more poorly constrained, 
and may be comparable to or smaller than this. At least o v er the few kpc off the plane for which we trace the outflow, it appears 
to be a wind escaping the galaxy, rather than a fountain that falls back. Our fits require that clouds of cool gas entrained into 

the wind expand only modestly, suggesting they are confined by magnetic fields, radiative cooling, or a combination of both. 
Finally, we demonstrate that attempts to model the wind using simplifying assumptions such as instantaneous acceleration and 

a constant terminal wind speed can yield significantly erroneous results. 

Key words: methods: analytical – galaxies: general – galaxies: ISM. 
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 I N T RO D U C T I O N  

n 1963, Lynds and Sandage conducted the first H α observations of
he central region of the starburst galaxy M82 (Lynds & Sandage
963 ) and disco v ered that the gas abo v e and below the nucleus has
een accelerated to a velocity much larger than the local escape
peed. This paper marked the disco v ery of galactic winds, and shows
hat galaxies are not ‘isolated islands’ as had been thought in the
ighteenth century (Wright 1750 ). Modern observ ations re veal that
alactic winds are ubiquitous across nearly all starburst galaxies
nd active galactic nuclei (AGN), at both low and high redshift
Veilleux, Cecil & Bland-Hawthorn 2005 ; Heckman & Thompson
017 ; Veilleux et al. 2020 ), and these winds typically contain multiple
hases within them. The hot phase, characterized by high temperature
 ∼10 8 K) and speed, is widely observed in X-ray emission, and
arries most of the energy budget in galaxies with strong outflows.
ool phase outflows ( ∼10–10 4 K), on the other hand, are much
enser than the hot component and carry most of the mass. 
Galactic winds have a significant impact on the life cycle of

alaxies. The y can e xpel gas and quench star formation in the galactic
uclei within tens of million years, making them a candidate to
xplain galaxies’ low star formation efficiency and baryon fractions
Alatalo et al. 2011 ; Hopkins, Quataert & Murray 2011 ). They
 E-mail: yuanyuxuan98@gmail.com 
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arry mass, metals, and dust from the interstellar medium (ISM)
o the circumgalactic medium (CGM) or even intergalactic medium
IGM; Tumlinson et al. 2011 ; Muratov et al. 2017 ; Nelson et al.
018 ), making the IGM the largest reservoir of baryons and metals
cross the universe (Oppenheimer & Dav ́e 2006 ). This provides a
ossible solution to the long-standing ‘missing baryons problem’.
o we ver, some of the mass entrained into winds may also form a
alactic fountain, recycling back to galaxies and triggering further
tar formation (Bregman 1980 ; Melioli, Brighenti & D’Ercole 2015 ;

arasco & Fraternali 2017 ; Werk et al. 2019 ; Li & Tonnesen 2020 ).
In the first widely accepted galactic wind model, proposed by

he v alier & Clegg ( 1985 ), the explosion energy produced by super-
ovae (SNe) drives a hot, adiabatically expanding, fast outflow. This
odel describes the hot phase, but cannot explain the cool winds that

re widely observed. Theoretical models for these began to appear
everal decades later, and there is still significant uncertainty about
he origin of the cool phase. In one scenario, cool gas in the outflow
aunching region is rapidly shredded and shock heated into the hot
inds, but this initial hot outflow then undergoes radiative cooling
eyond a cooling radius of several kpc, resulting in the observed cool
hase (Thompson et al. 2016 ; Schneider, Robertson & Thompson
018 ). A second possibility is that magnetic fields (e.g. McCourt
t al. 2015 ; Banda-Barrag ́an et al. 2016 , 2018 ), radiative cooling
e.g. Scannapieco & Br ̈uggen 2015 ; Gronke & Oh 2018 , 2020 ; Kim
t al. 2020a ; Schneider et al. 2020 ; Kanjilal, Dutta & Sharma 2021 ),
r a combination of both (e.g. Cottle et al. 2020 ; Kim et al. 2020b ;
© 2022 The Author(s) 
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i et al. 2020 ; Banda-Barrag ́an et al. 2021 ) allow cold gas to survive
eing shocked and entrained by a hot outflow. Yet a third scenario
s that cool gas clouds are accelerated via radiation pressure (e.g. 
oker, Thompson & Martini 2013 ; Krumholz & Thompson 2013 ; 
hompson et al. 2015 ; Crocker et al. 2018 ) or cosmic ray pressure

e.g. Mao & Ostriker 2018 ; Br ̈uggen & Scannapieco 2020 ; Crocker,
rumholz & Thompson 2021a , b ) from the central source, and are

herefore accelerated gently and not shocked at all. In the latter two
cenarios cool gas clouds maintain their phase structure along their 
rajectories, while in the first they disappear and re-form later. 

Although numerical simulations provide the most accurate de- 
criptions of galactic winds, they can survey at most a very limited
ortion of parameter space. This makes them unsuited to the task of
xtracting information from the observations that are ‘sampled’ from 

 potentially much larger portion of parameter space. Hence analysis 
f the kinematic and thermodynamic structure of observed winds 
equires using analytic or semi-analytic models, which are capable 
f generating synthetic observations for comparison to observations 
ith high enough computational efficiency to allow parameter fitting. 
o we ver, these kinds of models often resort to highly simplified or
euristic prescriptions to minimize computational cost. For example, 
any models (e.g. Steidel et al. 2010 ; Prochaska, Kasen & Rubin

011 ; Scarlata & Panagia 2015 ; Lochhaas et al. 2018 ) describe winds
s fully filled spherically symmetric expanding shells, and adopt 
ensity , velocity , and co v ering fraction prescriptions that are simple
unctions of radius from the centre. Carr et al. ( 2018 ) adopt a more
ealistic biconical geometry, but still rely on a simplified kinematic 
tructure inherited from Scarlata & Panagia ( 2015 ). Although these 
odels are able to roughly reproduce stacked, spatially unresolved 

pectra, they inevitably discard much of the information hidden 
ithin the spatially resolved spectra available for nearby sources. 
oreo v er, these models solely focus on a single phase of galactic
ind, and hence cannot produce a unified picture of a multiphase 
utflow. Prediction of the spatial and velocity structure of a multi-
hase wind with enough complexity to allow useful model fitting, 
ut with enough simplicity for that fitting to be computationally 
ractable, remains a great challenge for modern observational studies 
f galactic winds. 
This challenge led Krumholz et al. ( 2017 , hereafter KTOM ) to

ropose a semi-analytical model that gives a reasonable balance 
etween physical complexity and numerical efficiency. The KTOM 

odel can generate spatially resolved synthetic spectra based on 
 physical model for wind acceleration that depends on a few 

hysical parameters and prescriptions, suitable for comparison to the 
esolved observations of wind. Unlike earlier semi-analytic models, 
t allows a wide range of wind geometries and driving mechanisms, 
nd can model emission from a variety of phases. This model is
mplemented as an extension of the open-source code DESPOTIC 

Derive the Energetics and SPectra of Optically Thick Interstellar 
louds; Krumholz 2014 ). 
In this paper, we provide a first test of this model against real

bservations, by using it to constrain the physical properties of the 
ool phases of the outflows in the dwarf starburst galaxy M82. We
ocus only on the cool gas, which is thought to dominate the mass flux
e.g. Strickland & Heckman 2009 ; Veilleux et al. 2020 ), and refer
eaders to other work (e.g. Strickland & Heckman 2007 ) for analysis
f the X-ray data constraining the hot phase of the wind. We aim to
xtract much more detailed information about the properties of the 
ind than would have been possible with previous methods, taking 

ull advantage of the three-dimensional position–position–velocity 
PPV) data cubes in multiple tracers that are available for one of
he most well-observed galactic winds. We derive basic parameters 
uch as mass outflow rate and wind geometry for each of the phases
ndependently, and highlight the relationships between them. 

The structure of the paper is as follows. In Section 2 , we briefly
e vie w the KTOM model, the data to which we will apply it, and
he methods we use to fit to the observed data. We then present the
esults from measurements in Section 3 . We next discuss our results
n Section 4 , and finally summarize our conclusions in Section 5 . 

 M E T H O D S  

e first introduce the observational data to which we will fit in
ection 2.1 . In Section 2.2 , we summarize the KTOM model and
xplain how varying its parameters affects predicted spectra. We 
escribe our fitting method and compare different combinations of 
odel choices in Section 2.3 . 

.1 Obser v ations of the M82 outflow 

essier 82 (M82) hosts one of the most well-studied galactic 
inds. M82 is an edge-on (inclination angle ∼80 ◦) starburst galaxy

O’Connell & Mangano 1978 ; O’Connell et al. 1995 ), located only
.6 Mpc away (1 arcsec ∼ 17.5 pc; Freedman et al. 1994 ), making
t a promising candidate for the study of outflow around the minor
xis. Hubble Space Telescope ( HST ) imaging reveals that M82 hosts
 ery young massiv e clusters, concentrated in its central 500 pc (30
rcsec) nucleus. M82 is characterized by its intense central starburst, 
riggered by a tidal interaction with its neighbour M81. 

The M82 wind has been observed across the spectrum, from a hot
hase observed in soft X-rays ( ∼10 7 K; Watson, Stanger & Griffiths
984 ; Bregman, Schulman & Tomisaka 1995 ; Strickland, Ponman &
tevens 1997 ; Lopez et al. 2020 ), to warm ionized gas traced by H α

 ∼10 4 K; McKeith et al. 1995 ; Martin 1998 ; Westmoquette et al.
009 ), to a cool neutral phase seen in H I 21-cm ( ∼5000 K; Martini
t al. 2018 ), and a cold molecular phase traced by CO ( � 100 K;
alter et al. 2002 ; Leroy et al. 2015 ). Recent observations suggest

hat the latter two phases exist largely on the edge of a central hot
utflow, with H α lying at the interface between the hot outflow and
urrounding cold gas. 

.1.1 Neutral phases: H I and CO 

n this paper, we use the CO J = 2 → 1 data obtained by Leroy
t al. ( 2015 ) to trace the cold molecular phase of the outflow, and
he H I 21-cm data obtained by Martini et al. ( 2018 ) to trace the cool
eutral phase. The first data set consists of a PPV cube that co v ers an
2.5 × 2.5 kpc 2 region around the galaxy and the second covers an
8 × 8 kpc 2 region. We refer readers to the original papers for full

etails on the observations. To show the o v erall kinematic structure
f the cool wind, we plot the v elocity-inte grated intensity and first
nd second moment maps of these two data sets in Fig. 1 ; we show
wo views of the H I data, one zoomed in on the field that o v erlaps
he CO data, and one zoomed out to show the full extent of the 21-cm
ata. We have oriented our coordinates so that the major and minor
xes of the galaxy, as defined in Martini et al. ( 2018 ), lie along the
 and y ax es, respectiv ely, and we set v = 0 to correspond to the
ystemic velocity of 211 km s −1 . We can clearly see evidence for
otation both in the mid-plane and in the outflow region of the first
oment map. We also see that the H I outflow is much more extended

han the molecular outflow, which suggests the y hav e different spatial
istributions and possibly different mass fluxes. 
We next select representative regions over which to compute a ver -

ged spectra to which we will compare our model. Our moti v ation for
MNRAS 518, 4084–4105 (2023) 
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Figure 1. Velocity-integrated intensity (top row) and first and second moment maps (middle and bottom row) for the observations of the CO 2 → 1 (left; Leroy 
et al. 2015 ) and H I 21-cm lines (centre and right; Martini et al. 2018 ); the centre and right-hand columns both show the same data, and differ only in that the 
central column is zoomed in so that the field of view shown matches that for the CO in the left-hand column, while the right-hand column shows the full extent 
of the 21-cm data. We have oriented our coordinates so that the major and minor axis of the galaxy defined in Martini et al. ( 2018 ) lie along the x and y axes, 
respecti vely; arro ws in the top left-hand panel show the orientation on the sk y. We hav e also shifted the first moment so that a value of zero corresponds to the 
systemic velocity of 211 km s −1 . The white region in the centre of 21-cm map is masked because it is dominated by galaxy emission; other regions shown in white 
indicate non-detections. Orange squares indicate the apertures o v er which we compute average spectra for use in our fitting procedure; see main text for details. 
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oing so is threefold: first, averaging obviously increases the signal-
o-noise ratio, yielding a cleaner fit. Second, while the semi-analytic
odel we use to generate predicted spectra as we vary our parameters

s quite fast, it is not fast enough for it to be practical for us fit the full
PV cube at its native spatial resolution; we must reduce the size of

he data for computational reasons. Third, while the KTOM model
e use is significantly more complex than previous galactic wind
odels, it is none the less obviously an oversimplification compared

o reality. We therefore wish to pick regions that generally capture
he rich information in the observation as a whole, b ut a verage out
he data enough that our fitting is not o v erly biased by ‘small-scale’
pectroscopic features at certain positions, and gives a reasonable fit
o the entire observation. 

In accord with this principle, we extract spectra at a broad range
f positions within two rectangular regions around the minor axis of
he disc. We define two extraction regions; the first, which we apply
o the 2.5 × 2.5 kpc 2 field within which the H I and CO fields of
iew o v erlap, starts at projected distances 0.8 kpc off the disc ( | y | >
.8 kpc); this geometric cut is to ensure that the emission to which we
NRAS 518, 4084–4105 (2023) 
re fitting is dominated by the outflow and not the disc. The second
xtends from 2.5 to 8 kpc, and covers the region within which we
ave only H I data. In both regions, we stack spectra within square
pertures with a size of ±10 arcmin at each position, and we omit
pertures where emission is undetected o v er an y part of the aperture.
e show the square regions over which we average in Fig. 1 , with the

nner extraction region shown in the left-hand and central columns,
nd the outer region in the right-hand column. This procedure yields
0 (31) independent spectra for the H I data set at central (full) region,
nd 18 for the CO (central region only). 

.1.2 Warm ionized phase: H α

e used the M82-2 spectrum shown in fig. 1(b) of Martin ( 1998 ) to
easure the kinematics of the warm ionized phase. The 3 . ′ 5 long slit
as oriented along the outflow axis. Very high spectral resolution of
1.5 km s −1 was obtained using an echelle grating, and a narrow-band
lter blocked all orders except the one covering the H α line. This

art/stac3241_f1.eps
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Figure 2. Integrated intensity in the H α line (Kennicutt et al. 2008 ). We have 
oriented the image to match the major and minor axes of the galaxy defined 
in Martini et al. ( 2018 ), the x and y ax es, respectiv ely. Black squares indicate 
the apertures o v er which we compute average spectra for use in our fitting 
procedure (Martin 1998 ); see main text for details. 
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esolution reveals double-peaked line profiles along the length of the 
lit, consistent with emission from the surface of an expanding cone 
see Heckman, Armus & Miley 1990 ). Fig. 2(d) of Martin ( 1998 )
hows the velocity separation as a function of position along the slit.

We extracted a spectrum for each lobe at a location near the
osition of maximum velocity separation. The black squares shown 
n Fig. 2 mark these locations. These echellograms have an outdated 
ormat, so it was necessary to convert them to the FITS standard. 1 

he spectra were not flux calibrated, so we scaled their intensity to
he surface brightness measured in the same aperture of H α image 
rom Kennicutt et al. ( 2008 ). 

.2 Galactic wind line radiati v e transfer model 

e next summarize the most rele v ant features of the KTOM wind
odel to which we will fit the data, leaving full details to the original

aper and Thompson & Krumholz ( 2016 ), from which it follows.
 or conv enience we collect all of the parameters we introduce in this
ection in Table 1 . 

.2.1 Physical model 

TOM describe a momentum-driven wind launched from a spherical 
egion with enclosed mass M 0 , radius r 0 , and escape speed v 0 =
 

2 GM 0 /r 0 ; the gas in this region has a mean surface density � 0 ,
nd is driven outward by a mechanism that injects momentum at a
onstant rate ṗ . The ratio of ṗ to the momentum flux provided by
ravity defines the generalized Eddington ratio: 

 = 

ṗ 

4 πGM 0 � 0 
. (1) 

he KTOM model applies to a medium for which � < 1, and thus
 uniform medium would not be ejected into a wind. Ho we ver, for
 turbulent medium with Mach number M , the surface density will
e lognormally distributed, with a width that depends on M , and
aterial for which the surface density relative to the mean x =

og � / � 0 is sufficiently small will be driven outward. This hypothesis
 The code used to convert old IRAF images to FITS can be downloaded from 

ttps://github.com/mjfitzpatrick/imh2fits 

i  

b  

t  

w  
as been tested by several recent numerical simulations of galactic 
inds. F or e xample, Scannapieco & Br ̈uggen ( 2010 ) found that the
orphology of steady cool wind originates from the inhomogeneous 

SM structure, rather than the Rayleigh–Taylor instabilities. Raskutti, 
striker & Skinner ( 2017 ) showed that radiation pressure is able to
ri ve lo w surface density gas clouds in turbulent ISM to a high speed
nd a collection of these clouds form a galactic wind. 

Mass that enters the wind begins at radius r 0 with velocity v =
, but then accelerates under the action of the driving force. The
esulting velocity evolves as 

 u 

d u 

d a 
= 

1 

a 2 

(
y�e −x f p − m 

)
, (2) 

here u = v / v 0 , a = r / r 0 , and y , m , and f p are functions that describe,
especti vely, ho w clouds of material entrained into the wind change
heir area as they move outward, how the gravitational potential varies 
ith radius, and how the momentum deposition mechanism operates. 
e refer to the solution u ( a ) to equation ( 2 ) as the wind acceleration

a w; KTOM pro vide acceleration la ws for sev eral different choices
f these functions, all of which we will consider here. 

(i) Cloud expansion: we consider y = 1, y = a , and y = a 2 ; the first
f these possibilities corresponds to clouds that maintain constant 
rea as they are accelerated, the third to clouds that maintain constant
olid angle, and the second to an intermediate level of expansion. 

(ii) Gravitational potential: the acceleration law depends on the 
hape of the gravitational potential experienced by the wind, 
arametrized by the ef fecti ve enclosed mass as a function of radius
 in equation ( 2 ). KTOM consider both m = 1 (constant enclosed
ass), corresponding to a point potential where gravity is dominated 

y mass in the acceleration region, and m = a (enclosed mass increas-
ngly linearly with radius), corresponding to an isothermal potential. 

(iii) Driving mechanism: we consider three ways a wind can be 
riven. The first is an idealized mechanism that simply deposits 
omentum at a fixed rate proportional to the cloud cross-sectional 

rea; for this case f p = 1. The second is a wind driven by direct
adiation pressure, in which case KTOM show that f p = 1 −
xp ( −e x τ 0 / y ), where τ 0 = κ� 0 and κ is the flux-mean specific
pacity of the gas to radiation. The final possibility we consider is
 cool wind driven by the momentum deposited by a hot outflow
ravelling at (dimensionless) speed u h , for which f p = (1 − u / u h ) 2 . 

Each of these choices affects the shape of the spectra produced
y the wind. For example, as the cloud expansion law moves
rom constant area to constant solid angle, winds intercept more 
omentum from the central engine and thus accelerate more rapidly, 

ushing more emission to higher v elocities; mo ving from a point to
n isothermal potential, thereby decelerating gas more strongly via 
ravity, has the opposite ef fect. Dif ferent dri ving mechanisms lead
o different shapes for line wings. We explore these differences in

ore detail below. 
In addition to the acceleration law and the Mach number M of the
edium from which the wind is launched, wind spectra are affected

y two other primary factors: the wind mass flux and geometry. The
ass flux Ṁ acts primarily to set the normalization of the predicted

pectra, although the relationship is somewhat more complex than 
his due to radiative transfer effects. The mass flux is determined by
he surface density � 0 and by the value of �, which determines the

inimum value of x for which the right-hand side of equation ( 2 )
s positive. We refer to this value as x crit , and its value is given
y x crit = ln � for ideal or hot-gas-driven winds, and implicitly by
he solution to �e −x crit [1 − exp ( −e x crit τ0 )] = 1 for radiatively driven
inds. Following KTOM , we choose to eliminate the dependence of
MNRAS 518, 4084–4105 (2023) 
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Table 1. Summary of parameters for the KTOM model. The top part of the table shows continuously variable parameters, while the bottom part shows 
discrete parameters. Full details on the definitions of the parameters are given in Section 2.2 . 

Parameter Description Possible range/values 

Continuous parameters 
log ( Ṁ / M � yr −1 ) Wind mass flux ( −1, 3) 
log M Mach number in the wind launching region (0, 4) 
φ Inclination of outflow central axis on the plane of the sky ( −π/2, π/2) 
θ in Inner opening angle of wind cone (0, π/2) 
θout Outer opening angle of wind cone ( θ in , π/2) 
τ 0 Mean optical depth of wind launching region (radiatively driven winds only) (1/ �, 300) 
u h Ratio of hot gas speed to escape speed (hot-gas-driven winds only) (1, 50) 

Discrete parameters 
y Scaling of cloud size with radius: constant area, intermediate, constant solid angle y = 1, a , a 2 

m Scaling of gravitational potential with radius: point or isothermal potential m = 1, a 
f p Wind driving mechanism: ideal, radiation pressure, hot gas f p = 1, 1 − exp ( −e x τ 0 / y ), (1 − u / u h ) 2 
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˙
 on � 0 by instead writing the wind mass flux in terms of the star

ormation rate Ṁ ∗ as 

˙
 = f A 

ζM 

εff 
Ṁ ∗, (3) 

here f A is the fraction of the area o v er which the wind can escape
i.e. where it is not blocked by dense material such as the remainder
f M82’s disc – see below), 

M 

= 

1 

2 

[
1 − erf 

(−2 x crit + σ 2 
x 

2 
√ 

2 σx 

)]
(4) 

s the fraction of mass for which the right-hand side of equation ( 2 )
s positive, σ x is the width of the density distribution (determined by

 – see KTOM , equations 11 and 12 ), and εff is the star formation
ate per free-fall time. We adopt εff = 0.01 in this work, based on
 xtensiv e observations showing that all star-forming systems fall near
his value (see the review by Krumholz, McKee & Bland -Hawthorn
019 and references therein). 
The final physical parameter for the wind is its geometry. Observed

alactic winds are often biconical (e.g. Shopbell & Bland-Hawthorn
998 ), with the outflow blocked from escaping the galaxy in the disc
lane, and blowing out in directions normal to the plane. Moreo v er,
ooler phases are often inferred to lie on the edge of a central region
ominated by hot gas. For this reason, we consider winds with a
cone sheath’ geometry, 2 whereby the wind is confined between two
ones with outer opening angle θout ∈ (0, π/2] and inner opening
ngle θ in ∈ [0, θout ); note that we allow θ in = 0 and θout = π/2,
o we allow the possibility for a wind that is a fully filled cone or
ven a sphere covering a full 4 π sr. The inner and outer opening
ngle determine the fraction of the unit sphere subtended by the
ind: f A = cos θ in − cos θout . The central axis of the wind cone is

nclined at an angle φ ∈ ( −π/2, π/2) relative to the plane of the sky,
here φ = 0 corresponds to the central axis of the outflow cone lying

xactly in the plane of the sky. The values of these parameters also
anifest in the spectral shape: if θ in is close to θout , this implies that

he wind is confined to a narrow sheath, which manifests as spectra
hat are more narrowly peaked, since the line of sight passes through
 smaller range of radii. Similarly, if φ = 0 then the near and far
ides of the wind are symmetric relative to the line of sight, implying
NRAS 518, 4084–4105 (2023) 

 Some authors, e.g. Sarkar et al. ( 2015 ), argue that the biconical geometry 
ay break down at large scales ( r � 10 kpc), but since we are only interested 

n the region near the wind launching point ( � 10 kpc), our assumed geometry 
s valid for the region we study. 

2

I  

a  

p  

t

ymmetry in the red and blue sides of the spectrum; tipping the wind
one, φ �= 0, produces an asymmetry between the radius at which
ur line of sight passes through the near and far sides of the wind
one, which in turn induces an asymmetry between the red and blue
ides of the spectrum. 

Thus the physical model of the wind is parametrized by a total
f three dimensional quantities – r 0 , v 0 , and Ṁ ∗ – and three
imensionless functions – y , m , and f p – and five or six dimensionless
umbers �, M , θout , θ in , φ, and, depending on the choice of driving
echanism, either τ 0 or u h . Most of these we will fit, as described

elow, but some can be fixed by other observations. We take r 0 =
50 pc, the observed radius of the star -b ursting centre of M82
Kennicutt 1998 ), and the escape speed from this region to be v 0 =
70 km s −1 (Greco, Martini & Thompson 2012 ), corresponding to a
ynamical mass M 0 = 8.2 × 10 8 M �. M82’s star formation rate is
˙
 ∗ = 4 . 1 M � yr −1 , which we derive by correcting the value inferred

y Kennicutt ( 1998 ) from their assumed Salpeter ( 1955 ) initial mass
unction (IMF) to a Chabrier ( 2005 ) IMF. 

In principle the shape of the gravitational potential is also mea-
urable; ho we ver, in practice this has proven difficult. Sofue et al.
 1992 ) find that the gas in the central 2 kpc of M82 is well fit
y Keplerian rotation, implying a point-like potential, while Greco
t al. ( 2012 ) find that the stellar rotation curve suggests a nearly
sothermal potential at radii � 1 kpc, giving way a point-like potential
constant enclosed mass – see their fig. 5) beyond ≈2–4 kpc. The
ifferences between the gas and stellar velocity profiles are likely a
esult of the differential response of these components to either the
idal perturbation from M81 or the starburst itself. Moreo v er, both of
hese measurements are in-plane, and may have limited applicability
o the out-of-plane potential, which is what matters for our purposes.
he equipotential surfaces are almost certainly flattened, so that, to

he extent that the potential follows Greco et al.’s model of a transition
rom isothermal to point-like at ≈2–4 kpc in the plane, this transition
hould occur closer to the galactic centre in the vertical direction;
o we ver, since we do not kno w ho w flattened the potential is, we
o not know how much closer. Consequently, we leave the potential
hape as an unknown parameter to be fit. 

.2.2 Chemical and excitation model 

n addition to the physical model, we require a model for the
bundance and excitation state of the atoms and molecules that
roduce the observable emission. We have three different emission
racers – H I , CO, and H α – which we discuss in turn. 
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We assume that H I emission comes from material where all 
he hydrogen is atomic, and thus the mass per emitting atom is

H I = 2 . 3 × 10 −24 g, as expected for the standard cosmic ratio of
 to He. Given the low Einstein A of the 21-cm transition, and

he fact that H I is efficiently thermalized by the Wouthuysen–Field 
ffect (Wouthuysen 1952 ; Field 1959 ), we assume that the emitting
toms are in local thermodynamic equilibrium (LTE). We adopt a 
emperature of 5000 K, though this choice has no practical effect as
ong as the temperature is much larger than the �1 K temperature
ifference between the two states. Finally, the KTOM model makes a 
istinction between ‘correlated’ and ‘uncorrelated’ winds; the former 
orresponds to cases where the each of the clouds entrained into the
ind is individually optically thick (even if the wind as a whole
ight be optically thin because its filling factor is small), while 

he latter to cases where the individual wind clouds are optically 
hin (even if the wind as a whole might be optically thick due to
he superposition of many clouds along the line of sight). One can
nalogize the correlated case to a wind made up of opaque dust
rains, and the uncorrelated case to a wind made up of transparent
ater droplets. Given the typically very low optical depth of warm 

 I , we adopt the uncorrelated case for the 21-cm emission. 
For CO we adopt a mass per CO molecule μCO = 2.1 × 10 −20 g,

orresponding to a CO abundance of 1.1 × 10 −4 CO molecules per 
 atom. We also assume LTE and adopt a temperature of T = 50 K.
hese choices are somewhat more uncertain and significant than the 
qui v alent ones for H I , and we discuss their implications and the
ncertainties they induce below. We also assume that CO is in the
orrelated case, given the typically high optical depth of CO-emitting 
louds. It is worth noting that the KTOM model does not assume
 fixed value of αCO ; instead, the value of αCO is computed self-
onsistently from the wind acceleration law using the large velocity 
radient (LVG) approximation. 
Finally, we come to H α, which is the most complex case because it

an be produced in two distinct phases. One is in fully ionized gas, and 
he other is in predominantly neutral gas that is subject to an ionizing
ux, and recombines at the ionized–neutral interface. The KTOM 

odel is intended to treat primarily the former, for this component we
ave mass per H 

+ ion μH + = 2 . 3 × 10 −24 g, which gives an energy
mission rate per unit volume n 2 H , where n H is the number density
f H nuclei, and the coefficient  = 3.9 × 10 −25 erg cm 

3 s −1 . We
urther assume that the H α line is optically thin. Because the emission
ate varies as the square of density, calculation of the H α emission
equires that we adopt a clumping factor c ρ = 〈 n 2 H 〉 / 〈 n H 〉 2 , where
he angle brackets indicate a volume average. 3 The emissivity is 
roportional to the value of c ρ . We discuss our treatment of c ρ below.
For the second component, the emission will be proportional to the 

onizing flux to which the neutral gas is subjected. We have no direct
nowledge of the ionizing radiation field present in the wind of M82,
o we make the simplest possible assumption that it is constant, in
hich case the emissivity at a given position and velocity is simply
roportional to atomic hydrogen mass, and thus to the H I 21-cm
ignal, in that voxel. The scaling between this signal and the emitted
 α is unknown, and thus becomes an additional parameter to be fix.
Given these choices, we can compute a model-predicted spectrum 

f the wind in H I 21-cm and CO J = 2 → 1 emission at an
rbitrary position using equations (56) and (78) of KTOM , which 
re implemented in DESPOTIC (Krumholz 2014 ). We use the same 
rocedure for H α, except that we add the emission predicted by
 In the optical literature it is more common to define the filling factor f = 〈 
 〉 2 / 〈 n 2 〉 = 1/ c ρ . The two are obviously equi v alent. 

4

d
m
a

ESPOTIC to an emission term that is proportional to the 21-cm signal
t the corresponding position and velocity. 

.3 Fitting method 

e next outline our strategy for fitting the model to the data.
e consider a series of wind models described by all possible

ombinations of driving mechanism, potential, and expansion law. 
or each combination, we optimize the set of physical parameters 
nder a Bayesian framework. We then identify the combination that 
ives the best fit between model and data. We carry out this e x ercise
ndependently for the Northern and Southern sides of the wind, 
ince the wind is observed to be asymmetric between these two
emispheres (Leroy et al. 2015 ; Martini et al. 2018 ). 

.3.1 Parameter fitting 

or the cases of H I and CO, we fit five parameters, φ, θ in , θout ,
 , and Ṁ , for ideal momentum-driven winds, with an additional

arameter τ 0 for radiation-driven and u h for hot-gas-driven winds, 
espectively; note that we do not need to treat � or x crit as independent
arameters, because they can be deduced from the other parameters 
ia equations ( 3 ) and ( 4 ). The case of H α is handled slightly
ifferently, and we defer a discussion of it to Section 2.3.3 . We adopt
niform priors for sin ( φ) ( φ ∈ ( −π/2, π/2)), θ in ∈ [0, π/2), θout ∈
 θ in , π/2), log M ∈ (0 , 4), 4 and log Ṁ / M � yr −1 ∈ ( −1 , 3). We note
hat the range of mass outflow rate is broad enough to encompass
ssentially all previously reported results for mass outflow rates 
e.g. Muratov et al. 2015 ; Fluetsch et al. 2019 ; Roberts-Borsani &
aintonge 2019 ; Roberts-Borsani 2020 ; Roberts-Borsani et al. 2020 ).
e also adopt flat priors on τ 0 subject to the constraint τ 0 > 1/ � 

since a wind is only launched at all if this condition is met), and
at priors on u h ∈ (1, 50), corresponding to hot wind speeds from
70–8500 km s −1 . 
In addition to these model parameters, we allow the zero of velocity

o vary with position. The reason we do so is that there is considerable
vidence that the outflow from M82 is rotating (Leroy et al. 2015 ),
hereas our KTOM model does not include rotation. We approximate 

hat the effect of rotation is simply to shift the zero-point of the
pectrum as a function of position, and include this effect by leaving
he zero-point at each position as a free parameter to be optimized. 

We compute the likelihood of model given the observations on a
pectrum-by-spectrum basis, so the total likelihood function is given 
y the product of the likelihoods o v er all sky positions and velocity
ins, 

 ( f obs | Q ) = −1 

2 

∑ 

i 

∑ 

j 

[
f i ( v j − v 0 ,i ; Q ) − f i, obs ( v j ) 

]2 

σ 2 
ij 

, (5) 

here Q is the vector of parameters being fit ( φ, θ in , θout , M , Ṁ , τ 0 ,
r u h for radiatively driven or hot-gas-driven models), f i and f i, obs rep-
esent the predicted and observed spectra at the i th position (i.e. at the
 th box shown in Fig. 1 ), the spectra are measured at velocities v j , and

ij is the observational uncertainty at position i and velocity bin j . At
ach position i , we e v aluate the sum using the velocity shift v 0, i that
MNRAS 518, 4084–4105 (2023) 

 In principle we could adopt an informative prior for M , since the velocity 
ispersions and approximate temperatures of the various gas phases are 
easurable quantities. Ho we ver, we shall see belo w that all other quantities 

re essentially uncorrelated with M , so there is little point to doing so. 
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aximizes the likelihood at that position. The posterior probability
ensity function (PDF) can then be calculated via Bayes’ theorem: 

 ( Q | f obs ) ∝ L ( f obs | Q ) P prior ( Q ) . (6) 

We calculate the posterior probability distribution function, from
hich we determine the best-fitting parameters with their uncertain-

ies, using the af fine-inv ariant Markov chain Monte Carlo (MCMC)
nsemble sampler EMCEE (F oreman-Macke y et al. 2013 ). We repeat
his calculation for each possible combination of driving mechanism,
otential, and e xpansion la w, using 40 MCMC w alk ers, each iterating
 v er 500 steps to sample the posterior distribution of parameters. In
eneral we find that the distribution of w alk ers needs ∼50 iterations
o stabilize, so we burn in the first 100 iterations and derive the
osterior PDFs from the rest. 

.3.2 Which combination of driving mechanism, potential, and 
xpansion law? 

aving optimized physical parameters for all combinations of the
riving mechanism, potential, and expansion law, denoted as (dm,
, ex), we are now in a position to distinguish which combination
ives the best fit to the observed data. In order to decide this, for each
ombination (dm, p, ex), we find the largest value of the likelihood
unction returned by any of the MCMC sample points, denoted
s ˆ L (dm , p , ex) , and compute the corresponding Akaike information
riterion (AIC; see Sharma 2017 ), 

IC (dm , p , ex) = 2 k − 2 ln ˆ L (dm , p , ex) , (7) 

here k = 5, 6, and 6 are the number of parameters for ideal,
adiation, and hot-gas-driven winds, respectively: three parameters
o describe the cone sheath geometry, one parameter for the Mach
umber, one parameter to describe the mass outflow rate, and one
xtra parameter to describe the optical depth or hot gas velocity for
he radiation driven or hot gas cases, respectively. The corresponding
kaike weight for each combination then is 

( dm , p , ex ) = 

e −� (dm , p , ex) / 2 ∑ 

(dm , p , ex) 
e −� (dm , p , ex) / 2 

, 

� (dm , p , ex) = AIC (dm , p , ex) − min 
(
AIC (dm , p , ex) 

)
, (8) 

hich gives the relative probability for each combination of driving
echanism, potential, and expansion law. 

.3.3 Modifications for H α

s discussed in Section 2.2.2 , H α is substantially more complex than
 I or CO, both because it potentially arises from two distinct phases
fully ionized gas and the surfaces of neutral clouds – and because

he former of these has an emissivity that scales as the square of
he local volume density, and thus involves a clumping factor c ρ .
ur method for handling the emission from H I cloud surfaces is

traightforward; as discussed in Section 2.2.2 , we assume that this
mission is proportional to the H I mass at ev ery PPV vox el, and
he constant of proportionality between the 21-cm signal and the H α

ignal simply becomes another parameter to be fit by the MCMC. 
The clumping factor c ρ requires more care; since it simply applies

n o v erall scaling factor to the signal, it is essentially de generate with
he mass outflow rate. For this reason, if we were to treat c ρ as a fit
arameter, our derived mass outflow rate would depend sensitively
n our prior for c ρ . For this reason, we choose to carry separate
ts using a range of fixed c ρ values that span the plausible range,
NRAS 518, 4084–4105 (2023) 
nd allow us to determine a corresponding plausible range of mass
utflow rates. We discuss the results of this experiment below. 

 RESULTS  

n this section, we fit our model to each of the observational data
ets described in Section 2.1 , using the fitting method described in
ection 2.3 . We examine the H I data first in Section 3.1 , since they
re the most straightforward conceptually, then mo v e on to the CO
ata in Section 3.2 , and the H α data in Section 3.3 . 

.1 Warm neutral phase 

s discussed in Section 2.1.1 , for the H I data we define four distinct
egions: the Northern and Southern hemispheres of the wind, and
or both an inner region that o v erlaps with the CO and H α data,
nd an outer region where only H I is detected. We fit each region
ndependently. For simplicity we first discuss our results for the
orthern inner region, using this region as an example to explain

nd explore our method in Sections 3.1.1 –3.1.4 . We then present
esults for the inner Southern region in Section 3.1.5 , and for the
uter e xtraction re gion where only H I is detected in Section 3.1.6 .
ince we are fitting the two hemispheres separately, we divide the
alues of Ṁ returned by our MCMC fits by a factor of 2, since we
re fitting only half the available solid angle at a time; all values of
˙
 listed below include this factor of 2 division. 

.1.1 Fitting results 

e summarize the best-fitting parameters, uncertainties, and Akaike
eights returned by our pipeline as applied to the central region
f the Northern side of the outflow in Table 2 . As discussed in
ection 2.3.1 , we fit each possible combination of driving mechanism
 f p ), gravitational potential ( m ), and e xpansion la w ( y ) separately, so
e report a best fit for each combination. Ho we ver, from the Akaike
eights shown in the table, we find that by far the best fit to the data

omes from a point gravitational potential and clouds that maintain
onstant area; the Akaike weights corresponding to the three possible
ri ving mechanisms (ideal, radiati ve, and hot gas) are similar enough
hat our fits do not allow us to distinguish between them. We show
he joint and marginal posterior PDFs for our fit parameters for
he ideal, point potential, constant area case in Fig. 3 ; the results
or the radiatively driven and hot-gas-driven cases are qualitatively
dentical. We see that the fit parameters are well constrained and
argely non-degenerate, with most of them converged into a tiny
sland of parameter space, with the exception of M , for which we
nly obtain a lower limit that log M � 1 . 4. 
Our best-fitting geometric parameter values are largely consistent

ith and extend the results of previous observational studies. The
ear-zero orientation angle φ indicates the edge-on nature of the
82 and the large opening angles θ in and θout imply the geometry of

he outflow is approximately a conical sheath, as has been proposed
efore. The mass outflow rate at the nuclear region is about 4 M �
r −1 , corresponding to a mass-loading factor of ηwn = Ṁ / Ṁ ∗ ≈ 1 . 0,
hich is also within the range of values derived in previous literature

Strickland & Heckman 2009 ). Ho we ver, our uncertainty range is
ar small than in previous work – even taking the extreme ranges
f all of our acceptable models, our fit requires Ṁ to lie between
.0 and 6.2 M � yr −1 with 68 per cent confidence; we have therefore
onstrained the mass outflow rate to ≈50 per cent . We remind readers
hat this is the mass outflow rate for the atomic phase on the Northern
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Table 2. Best-fitting parameters and Akaike weights obtained for various combinations of driving mechanism (column 1), potential (column 2), and expansion 
law (column 3) for the warm neutral phase outflow. The top part of the table shows results for the Northern hemisphere; here we show all possible combinations 
of driving mechanism, potential, and e xpansion la w, and highlight the cases with the highest Akaike weights w (column 4). The bottom part of the table is for 
the Southern hemisphere, and here we omit models with w < 0.01, which are ruled out with > 99 per cent confidence, for brevity. The fit quantities shown in 
columns 5–11 are the inclination angle φ (column 5), inner and outer opening angle of the wind θ in and θout (columns 6 and 7), logarithm of mass outflow rate 
log Ṁ measured in M � yr −1 (column 8), logarithm of Mach number M (column 9), wind optical depth τ 0 (column 10; radiati vely dri ven models only), and hot 
gas dimensionless velocity u h (column 11; hot-gas-driven models only). For most fit quantities, values are specified with the 50th percentile v alue gi ven first, 
and the 84th to 50th and 16th to 50th percentile ranges listed as the superscript and subscript v alues, respecti v ely; thus for e xample the entry 4 . 73 + 4 . 21 

−5 . 10 for φ in 
the (ideal, point, and area) cases indicates a 50th percentile value φ = 4 . ◦73, and a 16th to 84th percentile range φ = −0 . ◦37 to 8 . ◦94. The exception is M , where 
in most cases our posterior probability distribution is bounded abo v e only by the prior we impose; for these cases we report only a 16th percentile lower limit. 

H I 21-cm (Martini et al. 2018 ) 
Models Best-fitting parameters 

Driver Potential Expansion w φ θ in θout log Ṁ log M τ 0 u h 

Northern hemisphere 
Ideal Point Area 0.52 4 . 73 + 4 . 21 

−5 . 10 30 . 08 + 3 . 54 
−2 . 64 85 . 96 + 2 . 76 

−6 . 15 0 . 61 + 0 . 14 
−0 . 11 � 1 . 57 – –

Intermediate 0 −37 . 55 + 63 . 91 
−2 . 96 38 . 99 + 1 . 97 

−8 . 07 69 . 41 + 2 . 55 
−13 . 78 1 . 39 + 0 . 04 

−0 . 24 � 1.92 – –

Solid angle 0 −37 . 50 + 89 . 05 
−15 . 05 46 . 45 + 7 . 07 

−7 . 23 66 . 65 + 6 . 31 
−5 . 25 1 . 61 + 0 . 06 

−0 . 21 1 . 39 + 0 . 31 
−0 . 63 – –

Isothermal Area 0 3 . 91 + 8 . 71 
−6 . 85 11 . 91 + 5 . 96 

−3 . 36 75 . 84 + 7 . 70 
−8 . 02 1 . 21 + 0 . 05 

−0 . 07 � 2.84 – –

Intermediate 0.02 4 . 16 + 10 . 39 
−4 . 22 14 . 58 + 41 . 44 

−6 . 12 77 . 84 + 8 . 34 
−8 . 63 0 . 71 + 0 . 17 

−0 . 25 – – –

Solid angle 0 −36 . 04 + 78 . 45 
−13 . 05 42 . 35 + 7 . 76 

−15 . 68 64 . 92 + 6 . 60 
−7 . 11 1 . 51 + 0 . 13 

−0 . 22 1 . 30 + 0 . 51 
−1 . 05 – –

Radiation Point Area 0.22 4 . 46 + 6 . 19 
−6 . 25 28 . 10 + 7 . 04 

−18 . 63 82 . 68 + 5 . 51 
−11 . 67 0 . 63 + 0 . 16 

−0 . 15 � 1 . 50 76 . 17 + 93 . 99 
−23 . 73 –

Intermediate 0 2 . 84 + 31 . 42 
−39 . 36 25 . 85 + 23 . 03 

−17 . 48 72 . 75 + 12 . 81 
−16 . 06 0 . 44 + 1 . 62 

−1 . 34 – 64 . 30 + 119 . 05 
−38 . 31 –

Solid angle 0 −2 . 52 + 37 . 70 
−36 . 65 23 . 80 + 19 . 36 

−15 . 23 67 . 20 + 15 . 30 
−12 . 52 0 . 63 + 1 . 57 

−1 . 99 – 81 . 87 + 121 . 21 
−53 . 75 –

Isothermal Area 0 7 . 27 + 12 . 93 
−6 . 56 14 . 53 + 15 . 59 

−5 . 24 76 . 91 + 8 . 36 
−9 . 60 1 . 22 + 0 . 07 

−0 . 08 3 . 08 + 0 . 92 
−1 . 23 72 . 16 + 107 . 31 

−29 . 63 –

Intermediate 0.01 3 . 96 + 8 . 63 
−3 . 94 27 . 75 + 6 . 47 

−17 . 74 80 . 07 + 6 . 65 
−8 . 25 0 . 67 + 0 . 14 

−0 . 17 1 . 41 + 1 . 11 
−0 . 99 102 . 83 + 83 . 02 

−42 . 36 –

Solid angle 0 16 . 17 + 31 . 19 
−58 . 68 28 . 27 + 14 . 78 

−12 . 49 63 . 98 + 5 . 55 
−4 . 99 0 . 88 + 0 . 62 

−0 . 50 2 . 03 + 0 . 34 
−0 . 53 41 . 17 + 14 . 20 

−13 . 49 –

Hot gas Point Area 0.23 3 . 10 + 5 . 11 
−5 . 37 54 . 51 + 7 . 24 

−24 . 74 78 . 17 + 6 . 53 
−6 . 32 0 . 57 + 0 . 14 

−0 . 13 � 1 . 38 – 19 . 84 + 7 . 47 
−7 . 85 

Intermediate 0 −36 . 08 + 78 . 08 
−3 . 52 38 . 63 + 2 . 15 

−4 . 44 69 . 41 + 2 . 93 
−4 . 15 1 . 33 + 0 . 06 

−0 . 19 � 1.62 – 15 . 64 + 7 . 47 
−4 . 15 

Solid angle 0 −35 . 48 + 87 . 18 
−11 . 73 42 . 33 + 7 . 20 

−12 . 97 69 . 33 + 4 . 87 
−6 . 51 1 . 43 + 0 . 09 

−0 . 13 � 0.96 – 15 . 92 + 8 . 27 
−4 . 49 

Isothermal Area 0 2 . 96 + 5 . 54 
−6 . 73 14 . 64 + 15 . 43 

−4 . 76 70 . 28 + 12 . 73 
−8 . 67 1 . 16 + 0 . 10 

−0 . 09 � 2.93 – 13 . 18 + 8 . 40 
−3 . 80 

Intermediate 0 2 . 80 + 4 . 08 
−3 . 96 29 . 81 + 4 . 41 

−10 . 14 79 . 38 + 6 . 65 
−9 . 57 0 . 70 + 0 . 13 

−0 . 14 � 1.57 – 24 . 63 + 4 . 05 
−11 . 85 

Solid angle 0 −40 . 03 + 88 . 70 
−10 . 19 42 . 71 + 8 . 82 

−9 . 32 69 . 55 + 6 . 15 
−6 . 66 1 . 50 + 0 . 10 

−0 . 18 1 . 28 + 0 . 55 
−0 . 94 – 14 . 53 + 7 . 57 

−4 . 01 

Southern hemisphere 
Ideal Point Area 0.85 6 . 09 + 5 . 77 

−36 . 60 42 . 86 + 7 . 57 
−32 . 34 65 . 26 + 12 . 53 

−6 . 51 0 . 62 + 0 . 08 
−0 . 10 1 . 65 + 0 . 50 

−0 . 46 – –

Radiation Point Area 0.15 7 . 74 + 4 . 60 
−42 . 15 32 . 23 + 11 . 20 

−25 . 81 68 . 33 + 9 . 41 
−7 . 67 0 . 63 + 0 . 08 

−0 . 08 1 . 71 + 0 . 46 
−0 . 39 55 . 88 + 18 . 29 

−20 . 82 –

Large-scale Northern hemisphere 
Ideal Point Area 0.65 −0 . 25 + 22 . 61 

−14 . 60 22 . 35 + 36 . 49 
−14 . 93 84 . 40 + 4 . 27 

−9 . 37 0 . 79 + 0 . 11 
−0 . 15 1 . 97 + 0 . 70 

−1 . 08 – –

Ideal Isothermal Area 0.01 2 . 95 + 11 . 98 
−11 . 66 17 . 08 + 8 . 06 

−9 . 38 67 . 72 + 8 . 03 
−8 . 27 1 . 63 + 0 . 10 

−0 . 13 1 . 73 + 0 . 47 
−0 . 37 – –

Ideal Isothermal Intermediate 0.04 3 . 88 + 22 . 68 
−18 . 59 18 . 81 + 9 . 02 

−12 . 01 77 . 50 + 8 . 64 
−13 . 54 0 . 99 + 0 . 18 

−0 . 19 1 . 19 + 1 . 02 
−0 . 70 – –

Radiation Point Area 0.20 3 . 98 + 27 . 68 
−17 . 91 21 . 33 + 27 . 89 

−13 . 66 82 . 69 + 5 . 53 
−8 . 62 0 . 79 + 0 . 11 

−0 . 14 2 . 06 + 0 . 66 
−0 . 99 78 . 76 + 108 . 75 

−39 . 33 –

Hot gas Point Area 0.08 −5 . 67 + 8 . 36 
−6 . 41 55 . 08 + 6 . 73 

−7 . 58 77 . 79 + 6 . 27 
−6 . 83 0 . 77 + 0 . 12 

−0 . 13 1 . 70 + 0 . 72 
−0 . 55 – 21 . 25 + 6 . 48 

−7 . 67 

Large-scale Southern hemisphere 
Ideal Point Area 0.57 −11 . 21 + 34 . 96 

−5 . 54 40 . 95 + 20 . 50 
−24 . 80 81 . 43 + 6 . 79 

−22 . 75 0 . 78 + 0 . 16 
−0 . 17 1 . 47 + 0 . 72 

−0 . 52 – –

Ideal Point Intermediate 0.29 −12 . 71 + 13 . 89 
−22 . 05 39 . 85 + 4 . 45 

−10 . 25 75 . 66 + 11 . 86 
−19 . 13 0 . 90 + 0 . 19 

−0 . 14 0 . 41 + 0 . 86 
−0 . 32 – –

Radiation Point Area 0.13 −10 . 66 + 17 . 36 
−7 . 39 40 . 01 + 2 . 81 

−8 . 12 80 . 41 + 7 . 72 
−20 . 75 0 . 79 + 0 . 17 

−0 . 16 1 . 68 + 0 . 74 
−0 . 58 67 . 83 + 93 . 86 

−27 . 90 –
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ide of the wind only; we return to other phases and to the Southern
emisphere below. 

.1.2 Model validation 

efore accepting the best-fitting parameters we have obtained as 
efinitive, it is important to establish that our parametric model 
ives a reasonable description of that data. To this end, we compare
ur model-predicted spectra to the observed ones in Fig. 4 . In this
gure, the grey band shows the observed spectrum (with 1 σ errors)
t each of our sample positions, while the blue and orange lines
how predicted spectra computed using parameters from the single 
ighest likelihood model found by the MCMC (for the ideal, point
otential, and constant area case), and from 10 randomly selected 
 alk ers at the final iteration of the MCMC, respectively. We see that

he theoretical spectra give a fairly good fit to the observations at all
ositions, both in strength and shape. 
Having shown that our model can provide a reasonable fit to the

pectra at our chosen positions, we next investigate whether our 
ts give a good match to the entire 2D map, or, in other words,
hether our model can reproduce the data that are not included in
MNRAS 518, 4084–4105 (2023) 
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M

Figure 3. Corner plot showing the 1D and 2D histograms of the posterior 
PDFs of all parameters (see Table 1 ) describing the Northern side of the 
warm neutral phase outflow traced by H I emission. The model fit shown is 
for an ideal wind in a point gravitational potential, for clouds that maintain 
constant area as they flow outward; this combination of driving, potential, 
and cloud expansion yields the highest Akaike weight as compared to other 
combinations. 
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5 The shapes of the spectra are not completely insensitive to Ṁ because higher 
Ṁ requires higher �, i.e. that the momentum flux be closer to the Eddington 
value; this in turn manifests as somewhat different wind acceleration laws. 
Ho we ver, this is a second-order effect. 
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he fits. In Fig. 5 , we compare the observ ed inte grated intensity and
ntensity-weighted second moment maps to model maps generated
sing our highest likelihood combination of parameters (blue line
n Fig. 4 ). In this figure, we mask the region z = 0–0.6 kpc to
 v oid contamination from the disc. Outside the masked region,
e see that the predicted and observed maps show reasonably

imilar morphology and absolute value, illustrating that our model
uccessfully reproduces the bulk structure of the outflow. We do see
hat our model predicts significantly more limb brightening than is
bserved in the integrated-intensity map, and a sharper decrease in
econd moment as one mo v es a way from the central axis. This may
e due to our o v ersimplification of the true geometry, as we assume
here is a hard cut-off of wind material at the inner and outer boundary.
t a given height, this feature of our model implies increasing

ine-of-sight distance and decreasing velocity range as the impact
arameter ( x ) approaches the inner cone, which o v erestimates the
 elocity-inte grated intensity and underestimates the second moment.
his artificial boundary effect is not present in real galaxies, as the
eometry is more likely to resemble a biconical frustum (for which
he ‘base’ in the plane of the galaxy is a disc of finite area, rather
han a point), and the boundary of the volume occupied by H I is

uch less sharp than in our idealized model. Similarly, we see that
he residuals contain large-scale structure, which may be due to time
ariations in the wind outflow rate or geometry. Again, these are not
ully captured by our simple model. 

.1.3 Understanding parameter constraints 

e next examine how model-predicted spectra vary as we change
arameters, with the goal of both justifying the tight constraints
eturned by our MCMC fits, and gaining insight into which features
f the observed spectra provide constraints on particular parameters.
NRAS 518, 4084–4105 (2023) 
n Fig. 6 , we show predicted spectra produced by taking the single
ighest likelihood model (blue line in Fig. 4 ) and changing the
arameters on which our model gives tight constraints one by one.
e first increase the inclination angle φ by 10 ◦, thereby tilting the

utflow axis relative to the plane of the sky (orange lines in Fig. 6 ).
e see that the increased value of φ gives rise to an asymmetry in the

pectra. The reason for this is simple: positiv e v elocities correspond
o the far side of outflow while ne gativ e v elocities correspond to the
ear side. A small value of φ means we are observing both near and
ar side of wind at similar distances from the nuclear region, so only
ptical depth effects, which are negligible in the case of H I , could
nduce asymmetry between the ne gativ e and positiv e v elocity sides of
he spectra. Ho we ver, for non-zero φ, our line of sight passes through
he near and far sides of the outflow at two different distances from the
ucleus. The near and far sides therefore have different emissivities,
eading to a sharp change in the spectrum near-zero velocity. Such
 sharp feature is not observed, which is why our model prefers an
rientation angle φ close to zero. 
The green line in Fig. 6 shows the effect of decreasing both the

nner and outer opening angles θ in and θout by 10 ◦. This change makes
he profile narrower for lines of sight close to the central axis of the
ind (central columns in Fig. 6 ), and both narrower and more intense
ear v = 0 for lines of sight farther from the central axis (leftmost and
ightmost columns). The physical origin of this behaviour is that, as
e narrow the outflow cone at fixed Ṁ , we both reduce the amount
f material for which the velocity vector is well aligned to the line of
ight (thus depressing the high-velocity wings of the line) and create
enser outflows, increasing the intensity o v erall, particularly along
eavily limb-brightened lines of sight. Thus both the shape of the
ine wings and the amount of variation in intensity from one line of
ight to another serve to constrain the opening angle. 

Finally, we see that, as expected, the mass outflow rate acts as
rimarily as a normalization of the spectra, affecting the o v erall
ntensity while leaving the shape of the profile mostly unchanged. 5 

ith increased Ṁ , the generated spectra o v erestimate the observed
nes at nearly all velocities and positions. This strong effect explains
hy our model is able to produce such strong constraints on Ṁ . 

.1.4 Understanding constraints on the potential and expansion 
aw 

e have seen that our fitting not only provides strong constraints
n wind parameters for fixed combinations of driving mechanism
 f p ), gravitational potential ( m ), and e xpansion la w ( y ), but also
omparison between the models clearly fa v ours particular potentials
nd e xpansion la ws. As a reminder, the former describes the shape
f the gravitational potential, and thus the rate of gravitational
eceleration, as the wind mo v es out. The latter dictates how clouds’
ross-sectional areas, and thus the amount of momentum per unit
ime they intercept from the wind driving mechanism, change as
hey flow outward. 

To understand why we are able to constrain these parameters, it is
elpful to begin by examining Table 2 . In this table, we see that some
odels yield unrealistically large orientation angles φ ∼ ±40 ◦ with a

uge uncertainty, while others yield φ ≈ 0, consistent with the edge-
n nature of M82. The reason for this is simple: we observe emission
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Figure 4. Predicted v ersus observ ed H I 21-cm spectra. Each panel shows the spectrum at one of our sample positions, expressed as brightness temperature T B 
as a function of velocity v, with v = 0 corresponding to the systemic velocity of M82. The panels are arranged in the same pattern as in Fig. 1 , i.e. the upper 
left-hand panel here is the spectrum at the position corresponding to the upper leftmost of the orange boxes indicated in Fig. 1 ; legends in each panel give the 
( x , y ) coordinates of the box centre, in units of kpc. Blue lines show the predicted spectra for the set of parameters that gives the largest posterior probability 
found by our MCMC fit, while orange lines show spectra predicted using the parameters of 10 random w alk ers at the last iteration of MCMC sampling. For 
comparison, we also show the observed spectrum with its 1 σ errors (grey band). 

Figure 5. Velocity-integrated brightness temperature (top row) and brightness temperature-weighted second moment map (bottom row) for the observations 
(left), theoretical predictions using our best-fitting model (middle), and the residual between the two normalized by the observations (right) for the Northern 
side H I 21-cm line data. The black lines show our best-fitting angles θ in and θout for the inner and outer angles of the outflow cone. The grey central region is a 
mask to block out 0–0.6 kpc around the disc mid-plane, where disc emission is significant. 
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ear-zero velocity in all spectra, which implies either that there is
ome gas that truly has near-zero velocity at all positions, or that the
ero-velocity emission is coming from gas whose velocity vector lies 
ntirely in the plane of the sky. The first option is only possible for
ertain combinations of cloud expansion and potential: examining 
he acceleration law, equation ( 2 ), we see that acceleration of the
ind can remain close to zero at all radii only for the combinations
 = 1, m = 1 (constant area, point potential), y = 1, m = a (constant
rea, isothermal potential), and y = a , m = a (intermediate area,
sothermal potential) – and it is precisely these combinations that 
roduce φ ≈ 0. For all other combinations, the presence of emission 
t zero velocity forces the MCMC fit to select models that have
ubstantial amounts of material launched along the plane of the sky,
hich, for a conical sheath geometry, in turn requires φ � 0 or φ �
. Ho we ver, this compensation worsens the fit to the remainder of
he spectrum, yielding a lower Akaike weight o v erall. 

We illustrate this effect in Fig. 7 , which shows how the quality of
ts varies with the different choices of potential and expansion law,
MNRAS 518, 4084–4105 (2023) 
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Figure 6. Same as Fig. 4 , but no w sho wing ho w the predicted spectra v ary in response to changes in the fit parameters. The blue line and gre y re gion are the 
same as in Fig. 4 , and show the highest likelihood model and the observ ations, respecti vely. Other colours sho w predicted spectra produced by starting from the 
highest likelihood parameters and increasing φ by 10 ◦ (orange), decreasing θ in and θout by 10 ◦ (green), and doubling Ṁ (red). 

Figure 7. Same as Fig. 4 , but now showing how the predicted spectra vary in response to the choices of potential and expansion law, for ideal winds. We show 

the best-fitting spectra for each individual combination of potential and expansion law. The spectrum produced with the combination that yields the highest 
Akaike weight is shown by the thickest line and the observed spectrum with 1 σ errors is shown by the gre y re gion, as in Fig. 4 . Spectra adopting point and 
isothermal gravitational potentials are shown as solid and dashed lines, respectively, while those adopting constant area, intermediate, and constant solid angle 
e xpansion la ws are sho wn in blue, yello w, and red line, respecti vely. 
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Figure 8. Same as Fig. 3 , but show the results for H I at larger scale. 
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or ideal winds. There are six lines, corresponding to each possible
ombination of potential (indicated by solid versus dashed) and 
 xpansion la w (indicated by colour); each line corresponds to the set
f parameters with the highest likelihood reco v ered by the MCMC
or that combination of expansion law and potential. We see that 
lthough all models produce near-zero velocity emission, the models 
here the wind is more strongly accelerated ( y = a or y = a 2 ) clearly

how a deficit of emission at the centre, and a line shape function
ompletely different to that of the observed spectra. In contrast, 
he combination y = 1, m = 1 that has the highest Akaike weight
rovides a much better comparison to the observations, both at line 
entre and line wings. Our method is therefore able to distinguish
etween different combinations of cloud expansion and potential 
ith confidence. 

.1.5 Results for the Southern hemisphere 

hus far our discussion has been limited to the Northern side of the
ind. We use the same method to analyse the Southern hemisphere, 

gain limiting ourselves for now to the inner region that o v erlaps the
O data. We summarize the best-fitting parameters, uncertainties, 
nd Akaike weights for the Southern side of the outflow in Table 2 .
or brevity here we show results only for models with Akaike weight
 > 0.01, since all other models are ruled out with > 99 per cent

onfidence. As for Northern hemisphere, we find that the best fit
o the data comes from a point gravitational potential and clouds 
hat maintain constant area, and the Akaike weights corresponding 
o the first two possible driving mechanisms are still similar enough 
hat our fits do not allow us to distinguish between them. Ho we ver,
nlike in the Northern hemisphere, the fit parameters for the South 
onverge to more than one island, though within each island they are
ell constrained and largely non-de generate. Ov erall we find that 
ur model provides a somewhat poorer, less constrained fit to the 
outhern hemisphere than to the North, likely because the wind in the
outh suffers greater tidal forces from M81 that produce structures 
ot captured in our model; these tidal effects are evident in the data,
hich show significant asymmetry about the minor axis of M82, 

nd a significant blueshift compared to the Northern hemisphere. 
o we ver, for the largest island, we still reco v er near-zero orientation

ngles, and most importantly, mass outflow rates with values similar 
o those of Northern hemisphere, illustrating the robustness of outfit. 

e further note that there are changes to some parameters compared 
o the Northern hemisphere, especially for the opening angles, which 
hange by �θ in 10 ◦ and �θout 20 ◦, which shows the asymmetric 
eometry of the wind system. 

.1.6 Results for the large-scale extraction region 

e have thus far presented our fits for the central region of M82
here data for all three phases o v erlap. Ho we ver, warm neutral phase

raced by H I emission extends well beyond the region over which the
ther phases are detected. Therefore it is worthwhile to investigate 
his single-phase outflow to the greatest extent we can achieve; in 
ddition to providing further information by itself, this allows us 
o perform a useful consistency check, since our inner and outer 
 xtraction re gions represent non-o v erlapping parts of the wind. This
 x ercise therefore tests whether our results are reproducible when 
e look at a different part of the same structure. We therefore repeat
ur analysis for the Northern and Southern outer extraction regions. 
As in Section 3.1.1 , we summarize the fitting results in Table 2 ;

he table reports fits for the large-scale region on both the North
nd South sides, and we again omit models with Akaike weights
 0.01 for brevity. From the models remaining, we again find that

louds of constant area being driven out of a point potential provide
he best fit to the data (though models with intermediate expansion
re not ruled out quite as strongly as for the inner region), and we
re unable to differentiate strongly between different possible wind 
cceleration mechanisms. We show the joint and marginal posterior 
DFs for our fit parameters for the ideal, point, and area case for the
orthern hemisphere in Fig. 8 ; results for the Southern hemisphere

re qualitatively similar. We see that the fit parameters converge 
nto two islands of parameter space characterized by a near-zero 
rientation angle φ and reasonable values of opening angles θ in 

nd θout , verifying that the warm neutral phase of the outflow also
isplays a cone sheath geometry at large scale. The mass outflow
ate is approximately 6.2 M � yr −1 , corresponding to a mass-loading
actor of ≈1.50. This mass outflow rate is consistent at the 1 σ level
ith our previous estimate based on the inner part of the wind, which
emonstrates the robustness of our model to different scales we are
tting. The constraints on the geometry are also consistent at the 1 σ

evel, but we find that our fits to the larger scale data have much
arger uncertainties, ∼20 ◦ for θ in and ∼10 ◦ for φ and θout . This may
e caused by the stronger tidal torque induced by M81 on the larger
cale. 

In Fig. 9 , we compare predicted and observed spectra for the best-
tting case for the Northern hemisphere, just as we did in Fig. 4 .
e again see that the theoretical spectra give a fairly good fit to the

bservations at all positions. 
The relationship between the Northern and Southern hemispheres 

f the wind on the large scale is very similar to that on small scale.
he Southern hemisphere gives comparable mass outflow rate and 
lightly different opening angle compared to the North. 

.2 Cold molecular phase 

e next repeat the main steps in the analysis presented in Section 3.1
or the cold molecular phase as traced by the CO J = 2 → 1
bservations. 
MNRAS 518, 4084–4105 (2023) 
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M

Figure 9. Same as Fig. 4 , but showing the results for H I at larger scale. As in Fig. 4 , each panel corresponds to one of the boxes shown in Fig. 1 . 
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Similar to Section 3.1 , we summarize the fitting results to the
orthern side of the outflow in Table 3 . We omit models with
kaike weights < 0.01 for brevity, and from the models remaining,
e again find that clouds of constant area being driven out of a point
otential provide the best fit to the data, and that we are unable to
ifferentiate strongly between different possible wind acceleration
echanisms. We show the joint and marginal posterior PDFs for our
t parameters for the ideal, point, and area case in Fig. 10 . Again, we
ee that the fit parameters converge into a tiny island of parameter
pace characterized by a near-zero orientation angle φ and reasonable
alues of opening angles θ in and θout , verifying that the molecular
hase of the outflow also displays a cone sheath geometry (Walter
t al. 2017 ). The mass outflow rate is approximately 2.2 M � yr −1 ,
orresponding to a mass-loading factor of ηcm 

= Ṁ / Ṁ ∗ ≈ 0 . 55. As
ith H I , the mass outflow rate is very well constrained; considering

he extremes of all three models with acceptable Akaike weights, it
ies between 1.3 and 3.2 M � yr −1 with 68 per cent confidence. 

In Fig. 11 , we compare predicted and observed spectra for the best-
tting case, just as we did in Fig. 4 for the H I data. We again see that

he theoretical spectra give a fairly good fit to the observations at all
ositions, though the quality of the fits for H I is somewhat better than
hat for CO. This is due to the greater complexity of modelling CO
ines, which require us to make several approximations that may fail
n certain parts of the wind. First, we rely on the LVG approximation
o e v aluate optical depths, which becomes inv alid near-zero velocity,
here thermal broadening becomes important. Second, we assume

hat the molecules are in LTE at a fixed temperature at all positions;
oth assumptions likely become invalid in low-density regions, where
he collision rate is too low to thermalize the molecules, or to
fficiently radiate away the energy deposited by shocks. The failure
f this assumption may explain why our models fit some positions
etter than others. 
Finally , and most importantly , we caution that our need to

hoose a fixed temperature for the CO molecules likely induces a
ystematic uncertainty that exceeds the uncertainties quoted abo v e.
o first order, for an optically thick line such as CO J = 2 → 1,
e expect the emissivity per unit mass to scale close to linearly
NRAS 518, 4084–4105 (2023) 

s  
ith the gas temperature, so a factor of 2 uncertainty on the gas
emperature corresponds roughly to a factor of 2 uncertainty in the

ass flux. Since the confidence intervals we obtain from our fits are
onsiderably narrower than this, the gas temperature likely represents
he single largest source of uncertainty remaining. Unfortunately, it
s not possible to constrain the temperature using the single CO line
o which we have access. 

The relationship between the Northern and Southern hemispheres
f the wind for CO is very similar to that for H I . Specifically,
hile the model spectra qualitatively reproduce the observed ones

easonably well, there are clear tidal features produced by M81
hat are not captured, and as a result the fit is somewhat more
ncertain. The mass outflow rates we infer are consistent within
he uncertainties with those found in the North, but the uncertainties
n the South as substantially larger, so that the 68 per cent confidence
nterval spans ≈1 dex. 

.3 Warm ionized phase 

e finally repeat the main steps in the analysis presented in Sec-
ion 3.1 for the warm ionized phase as traced by the H α observations,
ith the differences in analysis described in Section 2.3.3 . We

onsider three possible values for the clumping factor, c ρ = 10, 100,
nd 1000, spanning a range of values measured in individual H II

egions (Kennicutt 1984 ) and diffuse ionized gas (DIG; Berkhuijsen,
itra & Mueller 2006 ; Berkhuijsen & M ̈uller 2008 ; Ceverino et al.

016 ). We summarize the fitting results to the Northern side of the
utflow in Table 4 , but only for three highest weight combinations of
riving mechanism, potential, and expansion, for each of the three
lumping factors. Contrary to what we find for H I and CO 2 → 1
ine, the fitting for H α fa v ours point gra vitational potential and clouds
hat maintain constant solid angle (or intermediate cross-sectional
rea), and we still cannot differentiate strongly between the driving
echanisms. Ho we ver, the fit parameters still converge into a tiny

sland of parameter space, with a near-zero orientation angle φ and
easonable values of opening angle θ in and θout , verifying the cone
heath geometry of warm ionized outflow (Martin 1998 ). Most of
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Table 3. Same as Table 2 , but show the results of fits for CO. 

CO J = 2 → 1 (Leroy et al. 2015 ) 
Models Best-fitting parameters 

Driver Potential Expansion w φ θ in θout log Ṁ log M τ 0 u h 

Northern hemisphere 
Ideal Point Area 0.54 −3 . 16 + 9 . 57 

−12 . 22 11 . 34 + 11 . 36 
−7 . 85 80 . 87 + 6 . 30 

−10 . 92 0 . 30 + 0 . 19 
−0 . 17 0 . 83 + 0 . 22 

−0 . 30 – –

Radiation Point Area 0.24 −2 . 50 + 11 . 88 
−12 . 06 11 . 88 + 11 . 80 

−8 . 33 77 . 52 + 8 . 40 
−9 . 92 0 . 29 + 0 . 22 

−0 . 17 0 . 84 + 0 . 29 
−0 . 34 78 . 08 + 99 . 18 

−29 . 00 –

Hot gas Point Area 0.22 −4 . 59 + 8 . 73 
−9 . 61 14 . 63 + 9 . 93 

−9 . 98 80 . 28 + 6 . 84 
−9 . 17 0 . 36 + 0 . 15 

−0 . 20 0 . 74 + 0 . 28 
−0 . 25 – 14 . 66 + 10 . 09 

−5 . 34 

Southern hemisphere 
Ideal Point Area 0.01 11 . 57 + 18 . 33 

−22 . 24 26 . 63 + 7 . 99 
−6 . 76 54 . 60 + 12 . 44 

−3 . 26 −0 . 00 + 0 . 83 
−0 . 11 1 . 49 + 0 . 21 

−1 . 40 – –

Radiation Point Area 0.04 17 . 97 + 16 . 09 
−28 . 48 15 . 38 + 11 . 09 

−7 . 12 55 . 05 + 11 . 19 
−4 . 06 −0 . 13 + 0 . 74 

−0 . 25 1 . 71 + 0 . 33 
−1 . 15 61 . 89 + 35 . 19 

−21 . 75 –

Hot gas Point Area 0.95 18 . 96 + 3 . 39 
−39 . 51 10 . 72 + 28 . 25 

−6 . 92 56 . 22 + 19 . 68 
−3 . 29 −0 . 34 + 0 . 98 

−0 . 10 2 . 07 + 0 . 26 
−1 . 43 – 8 . 81 + 4 . 11 

−4 . 61 

Figure 10. Same as Fig. 3 , but show the results for CO. 
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he fit parameters are similar under the variation of clumping factors,
ith the exception of the mass outflow. We see the uncertainty of
ass flux is about 10 across three clumping factors, from 5 M � yr −1 

t c ρ = 10, to 1.62 M � yr −1 at c ρ = 100, to 0.34 M � yr −1 at c ρ =
000. 
In Fig. 12 , we compare predicted and observed spectra, for the

deal, point potential, constant solid angle case, and for three choices 
f clumping factor. We see that the theoretical spectra give a fairly
ood fit to the observations, particularly at line wings. All fits
ualitatively reproduce the dip near line centre that is the hallmark 
f cone sheath geometry and an expansion law whereby clouds 
ontinually accelerate – this feature in the H α data, which is not 
resent in the H I or CO, is the reason why our model prefers constant
olid angle or intermediate expansion for H α, and constant area for
 I and CO. 
Ho we ver, we also see that there is no clear systematic difference

etween the spectra predicted for different clumping factors, which 
imits our model’s capacity to distinguish differences in clumping 
actor. This in turn introduces an order of magnitude uncertainty into 
he measurement of mass outflow rate. We conclude that the accurate 

easurement of mass outflow rate for H α data, and by extension for
ny tracer for which the emissivity scales quadratically rather than 
inearly with the local volume density, is possible only if one has
ccess to independent constraints on this factor. 

We also apply the pipeline to the Southern hemisphere. Ho we ver,
e find that the MCMC cannot distinguish a fa v oured driving
echanism, potential, or e xpansion la w with confidence, and the
odel-predicted spectra are a poor match to the observations. This 

s likely because the observed spectrum is severely blueshifted due 
o tidal force of M81. For these reasons we do not discuss our fitting
esults further for the Southern hemisphere. 

We also add as an o v erall caution that our conclusions regarding
 α are much less robust than those for H I or CO for several reasons.
he first is that the H α data consist of only one spectrum in each
emisphere, which is significantly more limited than the spatially 
nd spectroscopically resolved CO and H I data. This will make
ur fitting results suffer more uncertainties associated with the poor 
tatistics and environmental effects. The second is related to the 
urrent poor theoretical understanding of warm ionized medium 

WIM). The entrainment of H II region and DIG into outflows is still
oorly understood. WIM can also form in situ from the condensation
f hot wind, a process suggested by the observed correlation between
 α and X-ray images of the M82 wind (Lopez et al. 2020 ), but which

s not included in our model. The third is related to our modelling
f H α emission. Mid-plane H α photons can be scattered by dust and
nter into line of sight at high latitude. We do not include this effect
n our model hence cannot disentangle this mid-plane component 
Tacchella et al. 2022 ). Absorption by dust is also not included but we
uspect this will only change the o v erall normalization of the spectra.
n sum, future observational and theoretical efforts are required to 
raw more robust conclusions. 

 DI SCUSSI ON  

aving presented our fits for the multiphase outflow of M82, we
re now in a position to come up with an o v erall physical picture of
he cool wind in M82. We first discuss the mass budget of different
hases of the wind in Section 4.1 , and present a broader o v erview
f our model for the wind structure in Section 4.2 . We discuss
he implications of our results for the origin and the evolution of
aunched cool gas clouds in Section 4.3 . We then compare our self-
onsistent methods of identifying outflow rates and distinguishing 
inds from fountains to earlier methods in Section 4.4 , and discuss

he implications for the outflow energy and momentum budget in 
ection 4.5 We finally discuss sev eral cav eats to our model and their
ossible effects on our results in Section 4.6 . 
MNRAS 518, 4084–4105 (2023) 
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M

Figure 11. Same as Fig. 4 , but showing the results for CO. As in Fig. 4 , each panel corresponds to one of the boxes shown in Fig. 1 . 

Table 4. Same as Table 2 , but showing the results of fits to the H α data. The three blocks in the table show results for three different clumping factors, c ρ = 

10, 100, and 1000, as indicated. 

H α (Martin 1998 ) 
Models Best-fitting parameters 

Driver Potential Expansion w φ θ in θout log Ṁ A log M τ 0 u h 

North 
c ρ = 10 

Ideal Point Intermediate 0.30 −0 . 68 + 1 . 52 
−2 . 15 40 . 88 + 2 . 98 

−5 . 59 77 . 50 + 8 . 41 
−8 . 45 0 . 16 + 0 . 24 

−0 . 21 0 . 37 + 0 . 08 
−0 . 06 1 . 80 + 0 . 70 

−0 . 52 – –

Ideal Point Solid angle 0.49 −10 . 95 + 10 . 95 
−14 . 09 29 . 66 + 15 . 14 

−10 . 57 68 . 65 + 13 . 83 
−12 . 77 0 . 73 + 0 . 17 

−0 . 24 0 . 46 + 0 . 06 
−0 . 07 1 . 98 + 0 . 59 

−0 . 59 – –

Radiation Point Solid angle 0.21 −1 . 59 + 1 . 84 
−10 . 53 28 . 31 + 3 . 69 

−3 . 21 79 . 09 + 7 . 90 
−11 . 57 0 . 67 + 0 . 23 

−0 . 43 0 . 38 + 0 . 09 
−0 . 06 1 . 41 + 1 . 00 

−0 . 87 74 . 07 + 35 . 31 
−13 . 41 –

c ρ = 100 
Ideal Point Intermediate 0.32 −0 . 61 + 2 . 77 

−3 . 42 40 . 30 + 3 . 69 
−12 . 68 77 . 08 + 9 . 44 

−10 . 28 −0 . 37 + 0 . 22 
−0 . 30 0 . 42 + 0 . 08 

−0 . 08 2 . 51 + 0 . 35 
−0 . 73 – –

Ideal Point Solid angle 0.53 −5 . 94 + 5 . 91 
−16 . 22 23 . 64 + 18 . 25 

−4 . 23 75 . 54 + 9 . 69 
−10 . 84 0 . 21 + 0 . 21 

−0 . 34 0 . 44 + 0 . 06 
−0 . 09 1 . 87 + 0 . 80 

−0 . 98 – –

Radiation Isothermal Solid angle 0.15 −0 . 93 + 2 . 11 
−8 . 70 28 . 90 + 4 . 00 

−5 . 00 80 . 46 + 7 . 13 
−10 . 28 −0 . 47 + 0 . 39 

−0 . 33 0 . 37 + 0 . 06 
−0 . 08 0 . 50 + 0 . 56 

−0 . 28 76 . 57 + 62 . 42 
−13 . 72 –

c ρ = 1000 

Ideal Point Intermediate 0.37 −0 . 93 + 2 . 32 
−5 . 02 41 . 32 + 3 . 32 

−7 . 62 76 . 16 + 9 . 15 
−8 . 74 −1 . 04 + 0 . 30 

−0 . 34 0 . 40 + 0 . 10 
−0 . 07 2 . 34 + 0 . 46 

−0 . 65 – –

Ideal Point Solid angle 0.53 −2 . 55 + 3 . 29 
−18 . 45 22 . 26 + 22 . 69 

−3 . 58 76 . 73 + 7 . 77 
−9 . 47 −0 . 47 + 0 . 28 

−0 . 36 0 . 42 + 0 . 08 
−0 . 07 1 . 74 + 0 . 64 

−0 . 56 – –

Radiation Isothermal Solid angle 0.10 −1 . 06 + 2 . 96 
−13 . 82 31 . 48 + 6 . 21 

−6 . 28 78 . 77 + 7 . 80 
−12 . 24 −1 . 46 + 0 . 70 

−0 . 42 0 . 38 + 0 . 10 
−0 . 08 0 . 38 + 0 . 66 

−0 . 23 74 . 30 + 76 . 51 
−19 . 24 –
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.1 The M82 wind mass budget 

 primary result of our analysis is that we have, for the first time,
btained tight constraints on the mass outflow rates for the cool
hases of the M82 wind. Collating the results from Table 2 for
he inner extraction region, where we have data in all tracers, and
aking a simple average of the 50th, 16th, and 84th percentile values
or cases with acceptable Akaike weights (reasonable, since the
esults are qualitatively identical), we measure mass outflow rates
f Ṁ = 4 . 0 + 1 . 6 

−1 . 0 M � yr −1 and Ṁ = 4 . 2 + 0 . 85 
−0 . 79 M � yr −1 in the Northern

nd Southern sides of the H I wind, respectively; if we approximate
he distributions as Gaussian, and sum the outflow rates in both
emispheres, the 16th to 84th percentile range for the total outflow
ate is Ṁ = 8 . 2 + 1 . 8 

−1 . 3 M � yr −1 . The corresponding mass-loading
actors in the warm neutral phase, for our fiducial star formation
ate Ṁ ∗ = 4 . 1 M � yr −1 , are ηwn = 1 . 0 + 0 . 40 

−0 . 25 and ηwn = 1 . 0 + 0 . 21 
−0 . 20 for

he Northern and Southern winds separately, and ηwn = 2 . 0 + 0 . 44 
−0 . 31 for

he sum. 
Repeating this e x ercise for the CO data (Table 3 ), the molecular

utflow rates in the Northern and Southern sides separately are
NRAS 518, 4084–4105 (2023) 

o  
˙
 = 2 . 0 + 1 . 1 

−0 . 65 M � yr −1 and Ṁ = 0 . 70 + 4 . 2 
−0 . 13 M � yr −1 , respectively,

nd the total molecular outflow rate is Ṁ = 2 . 7 + 4 . 3 
−0 . 66 M � yr −1 . The

orresponding mass loading factors in the cold molecular phase are
cm 

= 0 . 48 + 0 . 27 
−0 . 16 and ηcm 

= 0 . 17 + 1 . 0 
−0 . 031 for the Northern and Southern

ides separately, and ηcm 

= 0 . 66 + 1 . 1 
−0 . 16 for the total. We remind readers

hat, in addition to our quoted statistical uncertainties, we also have
 factor of ∼2 systematic uncertainty arising from the unknown gas
emperature in the wind. 

We can therefore draw a few high-level conclusions. The total
ass outflow rate for the neutral (atomic plus molecular) phases of
82 is ≈10 M � yr −1 , and the total mass loading factor for these

hases ≈2–3. We can be confident in these numbers to better than
 factor of 2 uncertainty. The atomic phase carries moderately more
ass than the molecular phase, but both contribute at order unity. We

re much less certain about the contribution from the warm ionized
hase traced by H α, due to the uncertain clumping factor. It could be
s much as comparable to the neutral phases, if the clumping factor is
mall, or it could be an order of magnitude less, if the clumping factor
s large. For comparison, Martin ( 1998 ) estimates a mass outflow rate
f 24 M � yr −1 for an assumed H α volume filling factor (equi v alent

art/stac3241_f11.eps
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Figure 12. Predicted versus observed H α spectrum for the Northern hemi- 
sphere. Each panel shows one choice of clumping factor. Blue lines show 

the predicted spectra for the set of parameters that gives the largest posterior 
probability found by our MCMC fit, while orange lines show spectra predicted 
using the parameters of 10 random w alk ers at the last iteration of MCMC 

sampling. For comparison, we also show the observed spectrum with its 1 σ
errors (grey region). 

Figure 13. Geometry of the wind as fit by our model. Top: the top two 
panels show slices through the wind along the line of sight (upper left) and 
in the plane of the sky (upper right). In both panels, blue indicates the region 
occupied by H I , orange the region occupied by CO, and grey the central wind- 
launching region; the direction to the Sun is indicated. Bottom: the conical 
surfaces shown mark the inner and outer edges of the volume occupied by 
the wind, in 3D perspective views. We show this for H I (bottom left) and CO 

(bottom right). In all these plots, the origin of the coordinate system ( s , � t , 
� ) is the centre of M82; the s coordinate is parallel to our line of sight to 
M82 (with the Sun located at s = −∞ ), the � coordinate is parallel to the 
projection of the central axis of M82’s wind onto the plane of the sky (with 
North corresponding to � > 0), and the � t coordinate is perpendicular to 
both the wind axis and the line of sight. 
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o 1/ c ρ , where c ρ is our clumping factor) of 0.1. This is a factor of
everal larger than our estimate of ≈5 M � yr −1 at c ρ = 10, but given
he large differences in assumed geometry, a difference of this size
s not particularly surprising. 

.2 Structure of the wind 

e can also characterize the structure of the wind deduced from our
ts more broadly. Since our goal here is qualitative understanding 
ather than detailed statistical analysis, for clarity we will show only
 single result for each CO and H I component, omitting H α since our
ts for it are generally poor, and using only the results from the inner
egion, where the CO and H I data overlap. The models we show are
hose derived from the single highest likelihood model found by our

CMC for that component, using ideal driving, constant area clouds, 
nd a point-like potential, which is in all cases is one of the models
ith high Akaike weight. We pause to note that our finding that a
oint-like potential generally fits the data better than an isothermal 
otential implies, as per our discussion in Section 2.2.1 , that either
he gas is more reflective of the potential shape than the stars, or
hat the potential is flattened enough that most of the region that we
urv e y, which be gins 0.8 kpc abo v e the plane, is abo v e the height
here the isothermal–Keplerian transition occurs. 
We begin by showing the wind geometry our fits deduce for H I

nd CO in Fig. 13 . The plot makes clear that the wind fills most of
he volume around M82. The outer edge of the wind comes relatively
lose to the plane of the galactic disc, particularly for H I , while H I
MNRAS 518, 4084–4105 (2023) 
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Figure 14. Radial profiles of, from top to bottom, mean density, mean radial 
velocity, momentum flux, and energy flux carried by the different wind 
components. In all panels, blue shows H I and orange shows CO, solid lines 
show the Northern hemisphere, dashed lines show the Southern hemisphere, 
and the grey vertical line shows the wind launch radius r 0 = 250 pc. For 
density, the black dotted line shows as ρ ∝ r −2 scaling for comparison; the 
left-hand axis is mass density, and the right-hand axis is number density of H 

nuclei, computed assuming a mean mass of 2.34 × 10 −24 g per H nucleon, 
as expected for solar abundances. In the velocity panel, dark lines show the 
mass-flux-weighted mean and light lines show the mass-weighted mean; see 
equation ( 12 ). For the momentum and energy fluxes, the solid black line is the 
sum of all components; the left-hand axis shows total flux, and the right-hand 
axis shows flux normalized by star formation rate, so that the quantity shown 
is the rate per unit mass of stars formed at which stellar feedback must supply 
momentum and energy to drive the wind to that radius. 
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nd CO both a v oid a relatively narrow cone around the wind central
xis that is presumably filled by hotter gas phases. Interestingly, the
O comes closer to the central axis than the H I , suggesting either

hat the material that is entrained in the wind closer to central axis
s mainly molecular, or that molecular gas is better able to survive
loser to the wind centre. 

We show the radial profiles of mean density, mean velocity,
adial momentum flux, and radial energy flux in Fig. 14 . We derive
hese mean values following equations (13) and (17) of KTOM .
pecifically, for each component we use the parameters of the best-
tting model to derive the mass flux Ṁ , the fraction of area covered
y the wind f A , the dispersion σ x of the lognormal surface density
istribution p M 

( x ) (equation 10 of KTOM ), the critical logarithmic
urface density x crit below which material is ejected, and the mass
raction ζ M 

below this surface density. From these, plus the wind
cceleration law u a ( x ) for the highest likelihood model (equation 2 ),
e define the mean density and the momentum and energy fluxes at

ny specified radius a = r / r 0 by 

= 

Ṁ 

4 πf A r 
2 
0 v 0 

[
1 

ζM 

∫ x crit 

−∞ 

p M 

a 2 u a 
d x 

]
, (9) 

˙ = Ṁ v 0 

[
1 

ζM 

∫ x crit 

−∞ 

u a p M 

d x 

]
, (10) 

˙
 = 

1 

2 
Ṁ v 2 0 

[
1 

ζM 

∫ x crit 

−∞ 

u 

2 
a p M 

d x 

]
. (11) 

ince the differential mass of material launched with surface density
 scales as p M 

( x ), and the differential mass flux as p M 

( x ) u a ( x ), these
efinitions also immediately permit us to define the mass-weighted
nd mass-flux-weighted mean velocities as 

 v 〉 M 

= 

ṗ 

Ṁ 

〈 v 〉 Ṁ 

= 

√ 

2 ̇E 

Ṁ 

. (12) 

There are a few features of Fig. 14 worthy of comment. First, the
ensity and velocity structure asymptote to the values expected for
 constant-velocity wind ( v ∼ constant and ρ ∝ r −2 ) only at radii
f a few kpc. At smaller radii, the wind is still accelerating, and
s a result the density profile is steeper than r −2 . Second, both the
ass-weighted and mass-flux-weighted mean velocities are rather

mall, � 150 km s −1 , and at no radius does the mean velocity exceed
he escape speed from the launch region, v 0 = 170 km s −1 . While
here is a tail of material extending to higher velocity (as is required
o explain the observed line wings), most of the mass mo v es much

ore slowly. The reason it is possible for material moving below
he escape speed to nevertheless escape the galaxy is that the gas
s not ballistic; instead, the driving mechanism supplies momentum
ontinuously rather than instantaneously, so the net force on gas
ntrained into the wind is outward rather than inward. Third, this
low acceleration of the wind is reflected in where the wind acquires
t energy. The wind acquires 50 per cent of its final, terminal kinetic
nergy � 0.5 kpc away from the galaxy, and reaches 75 per cent of
ts terminal energy only � 1 kpc away. 

We can also use this model to explore the extent to which the
O ‘ X ’ factor (or equi v alently the α factor) varies across the wind,
hich is important for interpreting CO observations. Recall that

n our model we do not assume a light to mass conversion for
O; instead, we compute it self-consistently from the large-velocity
radient approximation (equation 65 of KTOM ). We show the results
n Fig. 15 . We see that there is a factor of ∼2 difference between
he North and South sides of the wind; this is likely a reflection
ot of a real difference, so much as a reflection of the range of
ncertainty in our model; there are other parameter options found by
NRAS 518, 4084–4105 (2023) 
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Figure 15. X CO(2 → 1) or αCO(2 → 1) as a function of position with the M82 
wind; the coordinate system here is the same as that used in Fig. 1 . Dashed 
lines indicate the inner and outer wind cone edges projected on the sky, and 
the grey around the origin indicates the wind launch region, where our model 
is not valid. The hatching marks the region | z| < 0.8 kpc that we mask in our 
analysis due to contamination from disc emission; our model is fit only to 
data outside this region. 

t
S
α  

t  

S  

d
o
i  

p  

b  

o  

t
r  

e
d  

m
t
o
t  

s
a
a  

o  

p

a  

t  

t  

o

4

A  

g  

g  

p  

i  

s  

t  

t  

w

s
c
t
t
n
t
E
c
m
G  

e  

s
t  

t
p
2  

m
c
a  

m  

c  

f  

m  

A
i
t
p  

r  

a
p
fi  

s
s  

2  

2  

a

4

W  

h  

q  

i  

o  

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/518/3/4084/6824447 by N
ew

 York U
niversity user on 18 January 2023
he MCMC with fits that are nearly as good, but where the North–
outh differences are smaller. For the North side, we generally have 
CO(2 → 1) ∼ 1 M � pc −2 /[K km s −1 ], comparable to or slightly smaller

han the estimate provided by Leroy et al. ( 2015 ); our values on the
outh side are a factor of ∼2 smaller, but, as noted abo v e, this lev el of
isagreement is not surprising given both Leroy et al.’s stated factor 
f ≈2 systematic uncertainty and the comparably large uncertainty 
n our analysis that arises from our need to assume a gas temperature.

A more interesting disagreement is the trend of αCO(2 → 1) with 
osition: Leroy et al. ( 2015 ) find higher values of αCO(2 → 1) in the
right parts of the wind than in the faint parts, while we find the
pposite. It is unclear which estimate is correct. Leroy et al. derive
heir conclusions from the dust infrared emission, and their analysis 
elies on the assumption that the dust in the wind has the same basic
mission properties (implying similar temperatures and sizes) as the 
ust in the disc; this hypothesis may or may not be correct. In our
odel, where the gas temperature and level populations are assumed 

o be constant, the trends in αCO(2 → 1) arise simply from the variation 
f the line-of-sight velocity gradient across the wind: gas closer to 
he launch region and to the central outflow axis has larger line-of-
ight velocity gradients, and hence smaller αCO(2 → 1) , because those 
re regions where the wind radial velocity is changing most rapidly, 
nd where the radial direction is most closely aligned with our line
f sight. Conv ersely, re gions far from the central axis and the launch
oint have slowly varying wind radial velocity, and radial vectors that 
re mostly in the plane of the sky. These are basic physical effects
hat it seems must be present; ho we ver, it is possible that in reality
hey are mitigated or outweighed by variations in the gas temperature
r excitation state with position, which we do not model. 

.3 Origin and evolution of cool gas clouds 

s discussed in Section 1 , it is unclear if the cool gas observed in
alactic winds is primarily entrained as cold gas, or if it represents hot
as that has cooled and condensed at some distance from the galactic
lane. In M82 we see cool gas spread continuously at locations from
mmediately abo v e the galactic plane to sev eral kpc off it, which
uggest that we are observing in this system is entrainment rather
han recondensation. Ho we ver, this raises the further question of ho w
hese cold clouds are able to survive entrainment into the hot wind
ithout disruption. 
Our results provide insight into possible solutions, since they 

uggest that, when launched, cold molecular and warm neutral 
louds maintain approximately constant cross-sectional area as 
hey propagate outwards, so their morphologies are well preserved 
hrough the entrainment processes. Previous theoretical studies have 
ot reached consensus on whether, and under what circumstances, 
his is possible. Purely hydrodynamic simulations from Hopkins & 

lvis ( 2010 ) show that Kelvin–Helmholtz (KH) instabilities stretch 
old clouds and increase their cross-sectional area dramatically, while 
agnetohydrodynamic (MHD) studies from McCourt et al. ( 2015 ), 
rønnow et al. ( 2017 ), Zhang et al. ( 2017 ), and Banda-Barrag ́an

t al. ( 2018 ) show that the magnetic pressure with β ∼ 1 can
uppress mixing (Gentry et al. 2019 ), confining cloud expansion 
ransverse to the direction of magnetic field, and allowing the cloud
o survive being entrained. Radiative cooling is another physical 
rocess that can offset hydrodynamical shredding (e.g. Kanjilal et al. 
021 ). In particular, Fielding & Bryan ( 2022 ) proposed an analytical
odel of two-phase galactic wind to systematically investigate the 

ompetition between these two processes. Consulting their figs 5 
nd 6, we see the cold mass outflow rate is nearly constant and
ixing time is larger than cooling time in the region where we

ompare our model to observations ( � 2 kpc for CO and H α, � 8 kpc
or H I ), which suggests that radiative cooling could be suppressing
ixing and cloud expansions in the outflowing gas clouds in M82.
lternately, expansion can be limited if clouds are accelerated by 

nfrared radiation pressure (Huang, Davis & Zhang 2020 ), though 
he modest column density of M82 suggests that infrared radiation 
ressure is likely unimportant for it (Crocker et al. 2018 ). Our
esults therefore fa v our a cloud confinement scenario supported by
 combination of magnetic fields and radiative cooling. The former 
ossibility suggests that M82 is characterized by a strong magnetic 
eld with field lines tracing the trajectory of launched clouds. This
cenario is consistent with the recent measurements of magnetic field 
trength and morphology in M82 (Yoast-Hull et al. 2013 ; Jones et al.
019 ; Buckman, Linden & Thompson 2020 ; Lopez-Rodriguez et al.
021 ), which show that the magnetic field threads from starburst core
ll the way to IGM with a strength of B ∼ 300 μG and β ∼ 0.7. 

.4 Outflo ws v ersus winds 

hile our fits allow us to quantify with relatively small uncertainty
ow much gas the winds expel, we are left with another important
uestion: what is the ultimate fate of the gas in the galactic winds
n M82? Will it be driven out to the CGM or even further into IGM,
r will it be captured by the gravitational potential and fall back as
 fountain? Our model fits suggest the former. In the KTOM model,
MNRAS 518, 4084–4105 (2023) 
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6 We show x = −1.5 kpc rather than x = 0, i.e. exactly along the minor 
axis, because this a v oids a region of non-detections along the minor axis. By 
contrast, at x = −1.5 we achieve strong detections of the signal at all vertical 
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hether a given outflow is a wind or a fountain depends on the
ndices of the cloud expansion law, y ∝ a p , and the gravitational
otential, m ∝ a q . If p ≥ q , then the outward force on clouds grows
aster than or keeps pace with gravity, so that clouds al w ays mo v e
utward and never fall back, while for p < q gravity eventually
 v erwhelms acceleration, resulting in a fountain. Almost all our
est-fitting models are p = 0 (constant area) and q = 0 (point-like
otential); the only exceptions are the large-scale H I in the South,
here a model with p = 1 and q = 0 (and thus still a wind) is

cceptable (Akaike weight w = 0.29), and H α in the North, where
ll our acceptable fits again have p ≥ q and thus are winds. Therefore
ur fits generally fa v our a wind o v er a fountain, though only by a
mall amount since we have p = q in most cases. 

This conclusion is at odds with those of Leroy et al. ( 2015 ) and
artini et al. ( 2018 ), though we are fitting the same data. It is

herefore important to understand why. There are two main features
n the data that Leroy et al. ( 2015 ) and Martini et al. ( 2018 ) identify as
a v ouring a fountain. The first is that the surface brightness of the CO
nd H I emission fall steeply within ≈1–2 kpc of the galactic centre,
hich Leroy et al. interpret as a steep fall in the mass flux within

his region (cf. their fig. 18). Our fits also reco v er this steep fall in
urface brightness, but are able do so with a constant mass flux, i.e. a
ind rather than a fountain. The underlying reason for this difference

n interpretation is a difference in assumptions: KTOM model cool
louds accelerating continuously under the action of some source of
omentum deposition, as illustrated in Fig. 14 , while Leroy et al.

ssume that cool material is immediately accelerated to its terminal
peed near the galactic plane, and after that can only decelerate in
esponse to gravity or drag. The latter assumption imposes strong
onstraints on the surface brightness profile, because if the velocity
an only decrease with radius, then a fixed mass flux implies that
ensity must decrease with radius no more sharply than ρ ∝ r −2 , or,
qui v alently, that the surface density must decrease with projected
adius no more steeply than r −1 

proj . Thus Leroy et al.’s assumption of
nstantaneous acceleration means that the observed fall in surface
rightness with radius, which is steeper than r −1 

proj near the galactic
entre, can only be interpreted as a diminution of the mass flux. If
ne relaxes this assumption, and allows the acceleration to take place
 v er a finite range of radius, then a fit such as that shown in Fig. 14
ecomes possible, whereby the mass flux remains constant and yet
he surface density fall more steeply than r −1 

proj because the wind is
till accelerating at small radii. 

It is worth emphasizing two further points in this regard. First,
he KTOM model does not r equir e a slowly accelerating wind; the
ange in radius o v er which the wind accelerates is controlled by
he parameters of the model. Therefore the fact that the MCMC
t prefers gradual acceleration is significant; gradual acceleration
ives a better match to the observed spectra. Second, there is no
hysical reason to assume that the cool components of winds are
nstantaneously accelerated. While such an assumption has been
ommon in the literature for reasons of simplicity, there is no
hysical model for how the cool components of winds are accelerated
hat produces instantaneous acceleration. Quite the opposite: if the
cceleration were instantaneous, the resulting shock would almost
ertainly dissociate and ionize the cool neutral gas. More gradual
cceleration, as in the model we present here, not only fits the data
ust as well, it is a much more natural physical model. 

The other line of evidence that Martini et al. ( 2018 ) argue fa v ours a
ountain rather than an outflow is the position–velocity diagram of the
 I in the Southern hemisphere along the minor axis (cf. their fig. 3),
hich shows a relatively sharp decrease in maximum H I velocity as
ne mo v es a way from the galactic centre. They interpret this decrease
NRAS 518, 4084–4105 (2023) 
s evidence that the wind is decelerating. To understand why our fits
o not take this decrease as decisive evidence for deceleration, it
s helpful to examine the underlying spectra, which we show for
he Southern hemisphere along the line x = −1.5 kpc 6 in Fig. 16 .
xamining the figure, it is clear that there is a decrease in emission in

he ne gativ e v elocity wing from y = −3 to −4 kpc, but decreases at
arger radii are much less clear. In particular, it seems possible that the
ack of emission beyond v = −150 km s −1 are larger radii is simply
n issue of the signal in the line wing diminishing below the detection
imit, rather than an actual decrease in the gas velocity that would be
ndicative of deceleration. Much the same point can be made with
egard to Martini et al.’s fig. 3, and the general effect – that weak
ines systematically underestimate the velocity range of emission
ecause the line wings drop below the detection threshold faster
han the line core – is a well-known bias in atomic and molecular
ine observations (e.g. Yuan, Krumholz & Burkhart 2020 ). Since our
odel likelihood function properly accounts for the uncertainties on

he data (cf. equation 5 ), it will naturally account for this effect,
hich may be why our fits indicate that winds are acceptable models

ven for the large-scale H I emission in the Southern hemisphere. 

.5 Outflo w ener gy and momentum budget 

ur best-fitting model also eases some tension in the energy and
omentum budgets for models in which the wind is assumed to
ow at constant speed. We use the model proposed by Leroy et al.
 2015 ) as an example, but emphasize that the issues we point out
re generic to constant-speed wind models. In order for feedback to
aunch a wind with mass flux Ṁ at fixed speed v w , it must provide a

omentum and kinetic energy per unit mass of stars formed: 

p 

M ∗
= 

Ṁ 

Ṁ 

v w , (13) 
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E 

M ∗
= 

Ṁ 

2 Ṁ ∗
v 2 w , (14) 

here Ṁ ∗ is the star formation rate of the stellar population powering 
he wind. Leroy et al.’s model has v w = 450 km s −1 , and under their
ssumption of constant v w , the high surface brightness at small radii
equires that the outflow mass flux at launch be ≈50 M � yr −1 ; this
nly diminishes to ≈10 M � yr −1 at 2–3 kpc abo v e the plane. Inserting
hese factors into the equations abo v e, we find p / M ∗ = 5400 km s −1 

nd E / M ∗ = 2.5 × 10 49 erg M 

−1 
� . 7 These figures are difficult to supply:

or blast wav es driv en by single SNe, Gentry et al. ( 2017 ) find that
he terminal momentum and kinetic energy are ≈3 × 10 5 M � km 

 

−1 and ≈3 × 10 49 erg, while for the most efficient superbubbles 
roduced by clustered SNe (those that suffer the smallest radiative 
osses), these budgets rise to ≈3 × 10 6 M � km s −1 and ≈10 50 erg
er SN. For a standard IMF that produces approximately one SN 

er 100 M � of stars formed, we therefore have firm upper limits of
 / M ∗ ≈ 3 × 10 4 km s −1 and E / M ∗ ≈ 10 48 erg M 

−1 
� for superbubbles,

nd 3000 km s −1 and 3 × 10 47 erg M 

−1 
� for non-clustered SNe.

he constant velocity model for the wind fits within the momentum 

 udget for superb ubbles, b ut it exceeds the energy budget by a factor
f ≈30; for single SNe, it exceeds the momentum budget by a factor
f 2, and the energy budget by a factor of 100. 8 

The energy and momentum requirements of a KTOM wind are 
maller. This in part because relaxing the assumption of constant 
peed allows the mass flux at the base to be smaller, and in part
ecause relaxing the assumption that all wind material travels at a 
ingle speed allows the high-velocity line wings to be produced by 
 relatively small mass of low-density material that is accelerated 
o high speed, while the bulk of the mass mo v es more slowly.
uantitatively, we can compute the wind energy and momentum 

equirements simply by e v aluating equations ( 10 ) and ( 11 ) in the
imit a → ∞ , in which case u x → �e x − 1. Doing so using the
ighest likelihood values for ideal, point, and constant area models, 
s in Section 4.2 , we find that our wind model requires a momentum
nd kinetic energy per unit mass of stars – including both hemispheres 
nd both the H I and CO components – of p / M ∗ = 210 km s −1 and
 / M ∗ = 2.7 × 10 47 erg M 

−1 
� , respectively. (Roughly 75 per cent of

his is in the H I component, and 25 per cent in the CO.) Thus our
odel, unlike the constant velocity model, fits comfortably within 

he available energy and momentum budgets. 
A broader point to take from this analysis is that models in which

 galactic wind is assumed to be ballistic or to mo v e at constant
peed – both constant with radius, and constant with density – can 
e seriously misleading. These assumptions can make the difference 
 These figures are for our fiducial star formation rate Ṁ ∗ = 4 . 1 M � yr −1 ; 
dopting Leroy et al. ( 2015 )’s preferred star formation rate of ≈10 M � yr −1 

ould halve them, but this would not change the qualitative conclusions we 
raw. 
 Our conclusions about the energy budget are different from those of Leroy 
t al. ( 2015 ), who argue that their model fits within ≈30 per cent of the 
vailable energy. Partly this is because Leroy et al. adopt a mass flux of 
10 M � yr −1 , which their model reaches only ≈3 kpc abo v e the plane, 

ather than the ≈50 M � yr −1 with which it starts. Ho we ver, a larger issue 
s that Leroy et al. assume that all of the ≈10 51 erg provided by a SN can 
e converted to kinetic energy of the outflow, and none is lost to radiation. 
either analytic models nor simulations support such an assumption. Gentry 

t al. ( 2017 ) find that even in the most energy-efficient superbubbles put 
90 per cent of the initial SN energy into radiation, while for single SNe this 

ises to ≈97 per cent . Thus the largest plausible mechanical energy budget is 
 factor of 10 smaller than the value that Leroy et al. adopt. 
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etween interpreting observations as a wind versus a fountain, and 
hey can lead to order of magnitude errors in the inferred energy
udget. 

.6 Caveats 

e end this section by noting several caveats for our results, as our
nalytical model inevitably ignores some physical processes. 

The first is that our model assumes that each phase in the wind is
omposed of a continuous population of clouds with a temperature 
nd chemical composition that is independent of time and distance 
rom the central galaxy. Ho we ver, it is possible that galactic winds
volve in thermal or chemical properties as they propagate outward. 
epending on the nature of the change, this could either mo v e gas

nto or out of the cool phases as the outflows propagate outward.
he observed weak cooling in the wind of M82 found by Hoopes
t al. ( 2003 ) suggests that cooling of hot phases into the cool phase
s unlikely to be a strong effect in this galaxy, but it is unclear if this
esult applies to outflows in general, or only to M82. Conversely,
louds may dissociate from molecular gas into atomic gas, causing 
he density of molecular gas to fall and that of atomic gas to rise,
r they may ionize, causing mass to disappear in H I and appear in
racers such as H α. Determining how these thermal and chemical
rocesses affect the cool wind requires future observations of the 
hemical and thermal structure of the wind of M82 and a more
ccurate description of the thermal and chemical properties of the 
ind in our model. 
The second limitation of our modelling originates from our 

gnorance of the larger environment around M82, which may induce 
omplex structures in the real outflows that are not accounted for
n our simple model. For example, we have already seen that there
s evidence that the torque from M81 induces a tidal stream from

82, and this might alter the structure and distribution of matter
n the outflow of M82. This effect is most obvious for the warm
eutral outflow traced by H I , which shows a ‘north-west spur’ and
south-east spur’ induced by the drag e x erted by ambient environment
Martini et al. 2018 ), This ‘north-west–south-east’ asymmetry is in 
ontrast with our model prediction, which is symmetric about the 
inor axis. 

 C O N C L U S I O N  

.1 The wind of M82 

nalyses of galactic wind observations have long been limited due 
o lack of theoretical tools to extract information from the rich,
D data sets that we can obtain from line observations of nearby
alaxies. In this paper, we make a first step to impro v e this situation
y using a no v el semi-analytic wind model to constrain the properties
f the multiphase outflow of the nearby starburst M82. We model the
utflow as a continuous population of gas clouds being momentum 

riven out of a turbulent galactic disc. The kinematic structure of the
ind is then determined by model parameters describing the outflow 

eometry and mass flux, and physical prescriptions for the outflow 

riving mechanism, the gravitational potential, and the rates at which 
ool clouds expand as they flow outward. We use this model to fit
PV data measured in the H I 21-cm, CO J = 2 → 1, and H α lines
or the wind of M82. Our main conclusions are as follows. 

(i) Our best-fitting model shows good o v erall agreement with the
bservations, both for the sample spectra used for the fits and for the
ull 2D moment maps, although several areas of tension still remain
MNRAS 518, 4084–4105 (2023) 
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ue to the simplified geometry and physics recipes adopted by our
odel. 
(ii) The wind has an edge-on orientation and a conical sheath

eometry for all phases, consistent with earlier visual analyses. The
tomic outflow has a very broad outer opening angle ( � 80 ◦), reaching
early to the equator, while the CO is still broad, but somewhat more
arrowly confined (outer opening angle ≈60 ◦). 
(iii) The total mass flux carried by the warm neutral phase is
8 M � yr −1 , while that carried by the molecular phase is ≈2 M �

r −1 . The latter is uncertain at the factor of ≈2 level, while the
ormer is tightly constrained, with only ≈25 per cent uncertainty.
hese fluxes are similar to each other and to the star formation rate at

he order-of-magnitude level, implying a total mass-loading factor of
 few. The mass flux is the ionized component is far less certain, due
o the quadratic dependence of H α emissivity on the local volume
ensity. We tentatively conclude that the ionized gas mass flux is
o more than that in the neutral phases, but are unable to draw any
tronger conclusions. 

(iv) We find that the atomic and molecular clouds retain near
onstant area as they flow outward, rather than expanding to intercept
ore momentum. This suggests a picture where strong magnetic
elds threading the launched gas clouds and/or radiative cooling
rocesses operating at their interfaces prevent them from expanding
nd subsequently being destroyed by KH instability as they move
utward along their trajectories. 
(v) At least o v er the re gion co v ered by the H I and CO data cubes,

he outflow is most consistent with being a wind that will escape the
alaxy, rather than a fountain that will fall back. Attempts to deduce
hether the outflow is a wind or a fountain that make the simplifying

ssumption that the outflow is instantaneously accelerated to its final
elocity, rather than being allowed to accelerate continuously, likely
roduce misleading conclusions. 

.2 Futur e pr ospects 

 natural question to follow this work is to what extent similar
etailed model fitting can be used in other systems, and for which
ystems it is likely to be the most fruitful. One obvious point to draw
rom our analysis is that the cleanest, most unambiguous results –
nd, in M82, the best fits – come from H I observations. These have
he advantage o v er molecular data that there is no need to adopt a gas
emperature or to assume that the molecules are in LTE, and has the
dvantage o v er collisionally e xcited lines such as H α (or C II ) that
here is no need to worry about a clumping factor. Unfortunately,
ue to the weakness of the 21-cm line, measurements of H I emission
rom winds are scarce. The largest extant sample of extrplanar H I

s the HALOGAS sample of 15 galaxies (Marasco et al. 2019 ).
o we v er, MeerKAT is e xpected to increase this number dramatically
 v er the next few years (Maddox et al. 2021 ). These observations
re very promising targets for the methods we have deployed here,
nd application of the KTOM model to them should similarly allow
onstraints on the neutral gas wind mass flux to better than a factor
f 2. 
Another possibly powerful approach is to use molecules, but

educe the uncertainty about the temperature and excitation state
y observing multiple transitions and/or multiple isotopologues.
ithin galactic discs, measuring spatially resolved measurements

n a sufficiently large set of such lines allows strong constraints
n the position-dependent gas temperature and degree of thermal
quilibration (e.g. Sharda et al. 2022 ); in principle the same methods
ould be used to derive these quantities for galactic winds, thereby
emoving our single largest source of systematic uncertainty. 
NRAS 518, 4084–4105 (2023) 
A third approach that we have not explored here, but that can be
sed directly within the context of the KTOM model, is absorption
ine measurements. Such measurements also provide a method to
onstrain outflows that is not dependent on assumed gas temperatures
r clumping factors, and surv e ys hav e be gun to gather samples of
easonable size (e.g. Schroetter et al. 2016 , 2019 ). Here the primary
ystematic uncertainty is likely to be the abundances of the absorbing
pecies, coupled to the fact that such measurements will establish
he outflow rate only in the warm ionized phase, not in other phases.
nfortunately the set of galaxies for which large-scale absorption
easurements exist and the set for which atomic and molecular
easurements exist is essentially non-overlapping. Thus it is likely

o be some time before we can obtain strong constraints on the
utflow rates in both the neutral and warm ionized phases for the
ame galaxy. 
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