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ABSTRACT

Cosmic rays in star-forming galaxies are a dominant source of both diffuse y-ray emission and ionization in gas too deeply
shielded for photons to penetrate. Though the cosmic rays responsible for y-rays and ionization are of different energies,
they are produced by the same star formation-driven sources, and thus galaxies’ star formation rates, y-ray luminosities, and
ionization rates should all be linked. In this paper, we use up-to-date cross-section data to determine this relationship, finding
that cosmic rays in a galaxy of star formation rate M, and gas depletion time f4ep Produce a maximum primary ionization rate ¢
~ 1 x 10’16(tdep/Gyr)’1 s~! and a maximum y-ray luminosity L, ~4x 10%°(M,, /Mg yr~ ') erg s~! in the 0.1-100 GeV band.
These budgets imply either that the ionization rates measured in Milky Way molecular clouds include a significant contribution
from local sources that elevate them above the Galactic mean, or that CR-driven ionization in the Milky Way is enhanced by
sources not linked directly to star formation. Our results also imply that ionization rates in starburst systems are only moderately
enhanced compared to those in the Milky Way. Finally, we point out that measurements of y-ray luminosities can be used to
place constraints on galactic ionization budgets in starburst galaxies that are nearly free of systematic uncertainties on the details

of cosmic ray acceleration.
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1 INTRODUCTION

Cosmic rays (CRs), the non-thermal particles accelerated by in-
terstellar shocks, play an important role in multiple distinct areas
of astrophysics. In galaxy formation theory, study of CRs as a
potential source of feedback capable of regulating star formation
and driving galactic winds has undergone a renaissance in the last
decade (e.g. Socrates, Davis & Ramirez-Ruiz 2008; Uhlig et al.
2012; Salem & Bryan 2014; Girichidis et al. 2018; Chan et al. 2019;
Hopkins et al. 2020; Yu et al. 2020; Crocker, Krumholz & Thompson
2021a, b). In y-ray, neutrino, and radio astronomy, high-energy CRs
are the dominant sources of emission from star-forming galaxies
at both long wavelengths (e.g. Condon 1992; Brown et al. 2017)
and at photon energies 0.1 GeV and neutrino energies 21 TeV
(e.g. Yoast-Hull, Gallagher & Zweibel 2016; Peretti et al. 2019;
Ha, Ryu & Kang 2021; Roth et al. 2021). In astrochemistry, low-
energy CRs are dominant drivers of both heating and chemistry
in dense gas that is shielded from interstellar radiation fields (e.g.
Glassgold, Galli & Padovani 2012; Padovani et al. 2015; Gaches &
Offner 2018; see Padovani et al. 2020 and Gabici 2022 for recent
reviews).

CRs are thought to be accelerated by interstellar shocks, with
shocks driven by supernovae (SNe) as the dominant contributor
averaged over galactic scales (Caprioli 2012; Bell 2013). Since core
collapse SNe rapidly follow star formation, it is therefore natural
to expect a linear relationship between star formation rate and
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CR injection into a galaxy, and thus at least potentially between
star formation rate and non-thermal emission that traces CRs. The
extent to which such a relationship holds, and to which particular
galaxies deviate from it, can then be interpreted as constraining the
fraction of CRs that escape from galaxies; this in turn can be used
to illuminate the physics of CR transport through interstellar gas
(e.g. Lacki & Thompson 2010; Lacki, Thompson & Quataert 2010;
Lacki et al. 2011; Ajello et al. 2020; Kornecki et al. 2020, 2022;
Krumholz et al. 2020; Crocker et al. 2021a; Werhahn et al. 2021b;
Werhahn, Pfrommer & Girichidis 2021c; Ambrosone et al. 2022;
Owen, Kong & Lee 2022; Peretti et al. 2022). A crucial input to these
interpretive efforts is the total y-ray production budget associated
with star formation — i.e. in a galaxy that is perfectly calorimetric,
such that all the CRs accelerated by young stars and their feedback
give up their energy within the galaxy, what y-ray luminosity would
we expect per unit mass of stars formed? A number of authors have
attempted to compute this number (e.g. Lacki et al. 2011; Kornecki
et al. 2020; Crocker et al. 2021a; Werhahn et al. 2021a), but the
inputs to these calculations often do not represent the state of the art
in either particle physics or modelling of star formation; for example,
none of the papers cited attempts to estimate the contribution to y-
ray emission from CR sources other than SNe (likely subdominant,
but perhaps not completely negligible), none take into account the
most recent results from the SN community about which stars are
likely to end their lives as SNe (e.g. Sukhbold et al. 2016), and all
but a few of the most recent compute y-ray emission using models
for pionic y-ray production that precede the launch of Fermi (e.g.
Kelner, Aharonian & Bugayov 2006) and that have proven to be
substantially inaccurate at y-ray energies <1 GeV. One of our goals
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in this paper is to provide a calibration of the y -ray production budget
associated with star formation that improves on earlier calibrations
by remedying these issues.

While the y-ray budget of star formation has received considerable
attention, the ionization budget has not, despite the underlying
question being quite similar: given a certain star formation rate,
and thus a certain rate at which CRs are accelerated, for a fully
calorimetric galaxy what ionization rate would we expect those CRs
to be able to produce in dense, shielded gas where CRs are the
only significant ionization source? Put another way, what is the CR
ionization budget due to star formation? Providing a first calculation
of this number, and its relationship to the y-ray production budget,
is the second goal of this paper.

The question of the ionization budget is particularly urgent due to
recent interest, both observational and theoretical, in the ionization
rate and chemical state of starburst galaxies. On the theoretical
side, a number of authors have investigated how the chemistry
of molecular gas changes when it is subjected to ionization rates
far beyond those found in the Milky Way, as might be expected
in galaxies undergoing much more intense star formation (e.g.
Papadopoulos 2010; Meijerink et al. 2011; Bialy & Sternberg 2015;
Bisbas, Papadopoulos & Viti 2015; Bisbas et al. 2017; Narayanan &
Krumbholz 2017; Papadopoulos, Bisbas & Zhang 2018; Krumholz
et al. 2020). However, the exact chemical state depends sensitively
on how extreme the ionization rate is compared to the ~10716 s~!
typical of Milky Way molecular clouds (e.g. Indriolo & McCall
2012; Indriolo et al. 2015). For example, ionization rates enhanced
by factors of <100 compared the Milky Way still yield CO as the
dominant chemical state of carbon in dense, UV-shielded gas, while
higher ionization rates lead to atomic C as the dominant species
(e.g. Bisbas et al. 2015). In the absence of theoretical guidance, it is
difficult to know which of these is a more realistic prospect. Different
plausible assumptions — e.g. that the ionization rate is proportional
to the total star formation rate versus the star formation rate per unit
area versus the star formation rate per unit volume — lead to very
different conclusions.

Observationally, studies of starburst galaxies in both the local
Universe (e.g. Gonzdlez-Alfonso et al. 2013, 2018; van der Tak et al.
2016) and at high redshift (e.g. Muller et al. 2016; Indriolo et al.
2018; Kosenko et al. 2021) report an immense range of values, from
those only mildly enhanced relative to the Milky Way to those that
are ~5-6 orders of magnitude larger. At least part of this range
likely reflects the fact that there is no single ionization rate in such
galaxies: many starbursts contain active galactic nuclei (AGNs) that
can drive very high ionization rates close to the AGNs, but this may
then coexist with much more modest ionization rates in the majority
of the gas. A spatially unresolved measurement, or an absorption
measurement along a pencil beam to a background source, mixes
together these regions of different ionization rate in an unknown and
poorly constrained way. This in turn makes measured ionization rates
very difficult to interpret. Again, we are confronted with a situation
where some theoretical guidance on what sorts of ionization rates
are realistic for starbursts would be helpful.

Given these motivations, the remainder of this paper is organized
as follows. In Section 2, we define the efficiency of ionization and y -
ray production by CRs, and calculate these efficiencies as a function
of CR energy for both protons and electrons. In Section 3, we use our
calculated efficiencies to estimate the ionization and y -ray budgets of
star-forming galaxies as a function of their properties. We discuss the
implications of our findings for both the Milky Way and extragalactic
systems in Section 4, and then we summarize our findings and discuss
future prospects in Section 5.
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2 TONIZATION AND y-RAY PRODUCTION
EFFICIENCIES

Our goal in this section is to determine how efficiently CRs that
are injected into the interstellar gas in a galaxy can be converted into
ionizations and observable y-ray emission. We will ultimately derive
our final results for these quantities from numerical Monte Carlo
calculations of CR evolution using the CRIPTIC CR propagation code
(Krumbholz, Crocker & Sampson 2022). However, before beginning
the numerical calculations, it is of benefit to develop a simple
analytic model using the continuous slowing-down approximation
(Fano 1953; Section 2.1), whereby we approximate loss of energy
by CRs as a continuous process. This treatment provides insight that
will be helpful to keep in mind when exploring the numerical results.
We then proceed to those full numerical results in Section 2.2, and
use these results to derive spectral-averaged CR ionization and y-ray
production efficiencies in Section 2.3.

2.1 The continuous slowing down approximation

We begin by considering the fate of a single CR of initial kinetic en-
ergy 7; thatis injected into a galaxy, and that continues to interact with
interstellar material until it loses all its energy and again becomes
part of the thermal population. Our first approach to this problem is
to use the continuous slowing down approximation (CSDA) whereby
we approximate processes that cause large, discontinuous jumps in
CR energy [e.g. a pion-producing collision between a CR proton and
an interstellar medium (ISM) proton] as instead causing continuous
energy loss at a rate that matches the average loss rate caused by the
discontinuous jumps.

2.1.1 Protons

Let oo, p be the ionization cross-section for collisions between the
CR and a background gas,' and let do, ,/dE, be the differential
cross-section for inelastic nuclear interactions leading to production
of y-ray photons with energy E, , summing over all possible produc-
tion channels for which the final state particles include photons; the
dominant channel is generally pp — pp® — pp2y. We define these
cross-sections to be measured per H nucleus in the background gas, so
for a background gas with number density of H nuclei ny, the proton
therefore causes ionizations and produces photons with energy from
E, to E, + dE, at a rate per unit time Nign = NHOjon, pBc and
dNy /dE, = ny(do, ,/dE,)Bc, respectively, where f is the proton
velocity normalized to c.

In a fully neutral medium, ionizations and nuclear inelastic
collisions are the only significant energy loss mechanisms. For the
former, we can write the loss rate as

) Winax do;
Tion,p = nupc / (W + I)d%;"’ dW = nyBcLion,p, (1)
0

where doio,, ,/dW is the differential cross-section for production of
an ejected electron of kinetic energy W, [ is the ionization potential

'Note here that we are counting only primary ionizations caused by the
proton itself, not secondary ionizations causes when the low-energy electrons
produced by the primary ionizations collide with other neutral atoms or
molecules. We do not include secondary ionizations because the convention in
the astrochemistry literature is to report the inferred primary ionization rate, so
this is the quantity we want to compute. The ionization cross-section including
secondary ionizations would be a factor of ~1.7-2 larger, depending on the
chemical state of the background gas and the proton energy (Ivlev et al. 2021).
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of the gas being ionized, Wya = 4(me/mp)T, — I is the maximum
ejected electron kinetic energy allowed by kinematics, and we have
implicitly defined the proton loss function Loy, ,. For the purposes of
our CSDA calculation, we approximate energy loss due to inelastic
collisions by assuming that each collision removes ~1/2 of the
current proton kinetic energy (Gaisser 1990). Consequently, we can
write the inelastic collision loss rate as

Tinel,p = nHﬂCGinel% = nHﬂC[*inel,pv (2)
where o, is the total inelastic collision cross-section, and we
have defined the inelastic collision loss function in analogy to the
ionization one.

Given these expressions, the number of ionizations per unit
change in proton kinetic energy is dNion/d T, = Oion,p/Lp, Where
L, = Lion,p + Linel,p is the total proton loss function, and the total
number of ionizations that an injected CR proton with initial energy
T;, , is capable of causing is

Nion p = /Ti.p Tion.p dTﬁ (3)
, o Lp

Performing the analogous procedure for y-ray production gives

dN, , v do, ,/dE
ANyp _ / doy.p/dEy ar, 4)
dE, 0 L,

which is the total number of y -ray photons per unit photon energy that
a CR proton of initial energy T;, , is capable of producing; integrating
this emission over an energy range from E, to E, the total y-ray
luminosity that a CR proton can produce is

(" dN,,
E, (Eo, E)) = E,— dE,. )
Y

Eg

It is convenient to express these quantities in terms of a dimen-
sionless efficiency. We therefore define the ionization and y-ray
production efficiencies as

N; 1
\l/ion = . 6
p T, (0)
E, ,(Eo, E)
W, (Eg, Ey) = L2020 )

Ti,p

These quantities have straightforward physical meanings: Wi, , is
the number of ionizations caused compared to the maximum number
possible given the CR energy and the ionization potential of the gas,
while ¥, , is the fraction of the initial CR energy that is radiated
into y-rays with energies in the range (Ey, E1). We defer numerical
evaluation of them to Section 2.2.

2.1.2 Electrons

Developing a CSDA model for electrons is somewhat more complex,
because electrons are subject to loss mechanisms — synchrotron and
inverse Compton (IC) radiation — whose rates are not proportional
to the number density of the background gas. Consequently, we
cannot obtain expressions for ionization and photon production that
are independent of interstellar environment; these quantities will
necessarily depend on the importance of synchrotron and IC losses,
both relative to each other and relative to the other loss mechanisms
that do operate at rates proportional to ny. We therefore parametrize
the importance of synchrotron and IC losses as follows: under the
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assumption that CR electrons are relativistic? and in the Thomson
limit for IC scattering, the energy loss rates for both mechanisms are

; 40,
Tisync,10),e = 3/3 vy corUs, ), (8)

where o1 is the Thomson cross-section, Uy is the magnetic energy
density, U, is the radiation energy density, y is the electron Lorentz
factor, and g is the electron speed divided by c¢. By comparison, we
can write the energy loss rate due to ionizations and bremsstrahlung
— the two processes whose rates are proportional to ny — as

T(ion,brem),e = nHﬂCK(ion,brem).e’ (9)

where Lion. and Lion, are the loss functions for ionization and
bremsstrahlung, respectively. The former is given by an expression
analogous to equation (1), but using the differential cross-section for
ionizations by electrons instead of protons, and with a maximum
kinetic energy W, = (T, — I)/2. The analogous expression for the
bremsstrahlung loss function is

Lbrem.e = / Eymj‘dbiydEya (10)
where do e, /dE,, is the differential cross-section for production
of photons of energy E, by bremsstrahlung. Much of the energy
loss occurs via photons whose energy is comparable to that of the
CR, but for the purposes of the CSDA approximation, we adopt the
expression Lpem. ~ (1/ 3)r§Te, where ry is the classical electron
radius, which accurate to better than 40 per cent at electron energies
>1 keV, and to better than 10 per cent at energies >1 MeV.

Given these expressions, we parametrize the importance of syn-
chrotron and IC losses in terms of

4orU,
orU(B.y) )

f(syncJC) = 3”H£ion.1,e’
where Lion.1.. = 1.04 x 10717 eV ¢cm? is the ionization loss function
evaluated at p/m,c = 1, where p is the CR electron momentum;> this
quantity is, to order unity, the ratio of the (synchrotron, IC) loss rate
to the ionization loss rate at p = m,c. With these definitions, we can
express the total electron loss rate summed over all loss processes as
T, = nyBcL,, where

Le = ['ion.e + Lbrem.e + ﬁyz (fsync + fIC) ﬁion,l.e- (12)

Physically realistic values of fn. and fic in interstellar gas fall
into a fairly narrow range — both Milky Way-like conditions (ny
~ 1 cecm™3, Up ~ U, ~ 1 eV cm™?; Draine 2011) and extreme
starburst-like conditions (nyg ~ 10° em™3, Uy ~ U, ~ few keV
cm~3; Krumholz et al. 2020) give fisync, 1c) ™~ 1077, simply because
gas density, magnetic field, and interstellar radiation field intensity
all tend to vary together. We will therefore adopt this as a fiducial
value in what follows. This means that, as expected, synchrotron and
IC losses are unimportant for low-energy CR electrons. However,
since loss rates from both processes scale with energy as y2, while
the ionization loss function scales roughly as ¥ ~!, synchrotron and
IC become increasingly important at higher energies.

%In fact, this assumption is not strictly necessary, since by the time CR
electrons reach energies such that they are no longer relativistic, synchrotron
and IC losses — the ones where our expressions depend on this assumption, are
generally unimportant in any event. None the less, we make this assumption
explicit to caution readers that our expressions for these two rates do assume
that the electrons are at least trans-relativsitic.

3 At this energy, the loss functions for HI and H, differ by < 1 per cent, so
we do not bother to distinguish them.

€20z 11y g} uo Jasn Asianlun [euoleN uelensny oyl Aq 6229€0./92 L S/¥/0ZS/2I01E/SeIUW/Ww0d"dnoolWapeoe)/:sd)ly Woly papeojumod



We can now proceed to calculate the ionization and photon
production rates as we did for protons. For ionization, the total
number of ionizations Njo, . produced by a CR electron with
initial kinetic energy 7; , is given by equation (3), simply replacing
the initial proton kinetic energy, ionization cross-section, and loss
function with their equivalents for an electron, T ., Ojon ., and
L,; the ionization efficiency Wi, . is defined analogously. Photon
production at y-ray energies and the photon production efficiency
due to IC and bremsstrahlung, and dN,, ./dE, is similarly given by
equations (4) and (7) with proton quantities replaced by electron
ones, and the inelastic collision photon production differential cross-
section do, ,/dE, replaced by the sum of the differential IC and
bremsstrahlung cross-sections, doic,,, /dE, + dC e, y, JdE, . As
with protons, we defer numerical evaluation to Section 2.2.

2.2 CRIPTIC simulations

2.2.1 Numerical method

In order to calculate Ny, , and E,, , numerically, without the approx-
imations required by the CSDA, we carry out a series of simulations
using the CRIPTIC CR propagation code. The full numerical setup
for our simulations is provided in a public repository — see the Data
Availability statement for details. Each of our simulations consists
of a monochromatic source of CR particles placed in a uniform
medium of either molecular H, or atomic H I with number density of
H nuclei ny; = 10° cm ™3, and magnetic and radiation fields chosen
to have reasonable values for a starburst galaxy. Specifically, we set
fogne =fic = 1077 the corresponding magnetic and radiation energy
densities are 370 eV cm™3, roughly the level expected for the mid-
plane of a moderate starburst galaxy (e.g. Krumholz et al. 2020;
Crocker et al. 2021a, b); the radiation field consists of the cosmic
microwave background plus a dilute blackbody with a temperature
of 40 K. We explore the effects of varying fiync and fic, and of varying
the radiation temperature, in Appendix A. Since we are interested in
the maximum number of ionizations and maximum y-ray emission
possible, we disable all CR transport by setting the CR diffusion
coefficients and streaming speed to zero, so that no CRs escape.
We carry out a total of 200 such simulations — 50 each for sources
injecting protons and electrons into fully atomic or fully molecular
media. For the simulations where the source injects protons, the
injected CR kinetic energies varying uniformly in logarithm between
the pion production threshold 7, = 0.28 GeV and 10° GeV; we
choose the lower limit on our exploration to be 7, because, below
this limit, the only loss process for protons is ionizations, and the
CSDA approximation is extremely accurate for this mechanism. For
electrons, our energies are uniformly spaced from 100 MeV to 10°
GeV; again, the CSDA is extremely accurate for lower energies,
since the loss processes that cannot be treated as continuous (and
that CRIPTIC correctly treats as catastrophic) — bremsstrahlung and IC
scattering outside of the Thomson limit — are unimportant compared
to ionization at energies below 100 MeV.

In the CRIPTIC simulations, we use a packet injection rate of
2 x 1077 s7!, a secondary production factor f;.c = 0.2, and a step
size control parameter cgep = 0.05 — see Krumholz et al. (2022) for
precise definitions of these parameters. We follow CRs until their
energies drop below 1 keV; below this energy, loss processes that are
not included in CRIPTIC such as charge exchange cannot be neglected.
However, as we will see, this choice has minimal effects, since CRs
below this energy contribute negligibly to the total ionization and
y-ray production budgets. We run each simulation for 10'* s; for
comparison, the time required for the CR population to reach steady
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Figure 1. Ionization efficiency Wion, , (top panel) and y-ray production
efficiencies W, , for the band passes (0.1,100) GeV (middle panel) and
(1, 10*) GeV (bottom panel) as a function of initial proton energy T} e
Solid lines show the full numerical result, computed by averaging over time
as described in the main text; the shaded band indicates the 16th to 84th
percentile range of the variations. Dashed lines show approximate results
obtained with the CSDA, and dotted lines in the top panel show ionizations
due to secondaries, and computed from the mean of the numerical results.
Blue lines show results for a molecular environment where all H is in the
form of Hy, orange lines show results for an atomic environment where all H
is in the form of HI. The dotted lines in the lower two panels show W¥,, , =
1/3, the upper limit corresponding to a proton that loses all its energy to
pion production, and where the resulting neutral pions ultimately decay into
y-rays whose energies fall within the sensitivity range.

state is of order the loss time #,oss = 1/n0ime1c = 10'2 s, so the simula-
tion time is long enough for the system to reach statistical steady state.
We record the instantaneous specific y-ray luminosity dL,/dE, and
ionization rate N, of the system at intervals of 5 x 10?5 (roughly
5 loss times) from 1.5 x 10" to 10 s, taking the mean of these
samples as our estimate; the variance of the samples is in most cases
~ 10 — 20 per cent. Dividing our estimates of the specific luminosity
and ionization rate by the CR injection rate then yield numerical
estimates of N, , and E, ,, the number of ionizations and total
energy radiated per injected CR proton, and similarly for electrons.

2.2.2 Simulation results and comparison to the CSDA

We plot Wi, , and ¥, , as functions of the initial proton energy
in Fig. 1; for the latter quantity we show the efficiencies computed
over the interval (Ey, E,) = (0.1, 100) GeV (middle panel; roughly
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the energy range observed by Fermi) and (1, 10*) GeV (bottom
panel; roughly the energy range to which CTA is sensitive for
comparatively faint sources such as star-forming galaxies). We show
both the full numerical results obtained using CRIPTIC and the CSDA
approximation; for the latter, we use the cross-sections computed
exactly as in the full numerical results. We refer readers Krumholz
et al. (2022) for full details, but to summarize here: we use the
semi-analytical model of Rudd et al. (1992) to compute the total
and differential proton ionization cross-sections, while our nuclear
inelastic scattering cross-section and corresponding differential pho-
ton production cross-section come from Kafexhiu et al. (2014), who
provide analytic fits to the results of a large suite of particle Monte
Carlo simulation results.

The plot shows that, for 7; , from ~0.1 MeV to ~1 GeV, in
molecular gas the efficiency Wi, , &~ 0.2 independent of energy,
while in atomic gas it varies only weakly, going from ~0.1 to 0.6
over this energy range. The bump and then fall to zero at low energy
occurs as we approach the kinematic threshold (m,/4m,)I, while
the downturn at higher energies occurs because, for protons above
the pion production threshold 7, = 0.28 GeV, most energy goes
into nuclear inelastic losses instead. In this regime, we approach
Wion,p o 1/T; ,, with that scaling becoming almost exact in the
CSDA, but a slightly flatter scaling once we account for the effects
of ionization by secondaries, which become dominant for 7 , 2 10
GeV.

For y-ray production, the results of the CSDA are very similar to
those of the full numerical treatment at all energies, and the results
are nearly identical for atomic or molecular background gas. Our
results show that very close to 1/3 of the losses through the nuclear
inelastic channel are eventually radiated in the form of photons, as
expected, since close to 1/3 of the pions will be ° that subsequently
decay into y-rays. This leads to ¥, , ~ 0.2-0.3 over a broad range
in energy for T;, 2 1 GeV, the point at which nuclear inelastic
losses begin to dominate. For a band pass of 0.1-100 GeV, roughly
corresponding to the sensitivity range of Fermi, this relationship
begins to break down at T; , 2 1 TeV, as the photon emission shifts
out of the energy band over which we are integrating. Similarly, for
the 1-10* GeV band pass corresponding roughly to CTA sensitivity,
the relationship breaks down for protons with initial energies <10
GeV due to photon emission at energies below the minimum energy
to which the detector is sensitive.

We show ionization and y -ray production efficiencies for electrons
on Fig. 2. For the CSDA, we again use the same microphysical
cross-sections as in the CRIPTIC simulations; in particular, the total
and differential ionization cross-sections come from relativistic BEQ
model of Kim, Santos & Parente (2000), while our expressions
for bremsstrahlung, synchrotron, and IC emission follow the treat-
ment of Blumenthal & Gould (1970). The numerical treatments
of bremsstrahlung and IC scattering properly account for cases
where the emitted photon energy is a large fraction of the electron
energy (which, for IC, requires use of the full Klein—Nishina cross-
section rather than the Thomson approximation), and thus the CSDA
is not applicable.

We see that the ionization budget for electrons behaves qualita-
tively similarly to that of protons, in that for electron energies <1
GeV most losses are into ionization and Wi, . is nearly constant.*
The results for atomic or molecular media differ only marginally. For

4The slight downturn in Njop . at the lowest energies is an artefact of the
minimum | keV at which we stop following CRs; however, as noted above,
this has negligible effects on our calculation of the overall budget.
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Figure 2. Same as Fig. 1, but for CR electrons rather than protons.

larger initial energies, we find the same Wj,, , o 1/7;, , scaling as for
protons, as other loss mechanisms dominate. Unlike for protons, the
CSDA approximation remains nearly perfect in this regime, because
secondaries are unimportant.

For y-ray production, the pattern is slightly different. We again
see that for electrons with initial energies that fall within the energy
band pass of the detector (0.1-100 GeV or 1-10* GeV), we have
Wion . & 0.5, i.e. half the energy is radiated as y-rays within the
observable range; the factor of two is because roughly half the energy
is lost to synchrotron radiation, which emerges at lower energies. We
see that the CSDA is reasonably accurate at energies up to ~10
GeV, but begins to underpredict the luminosity at higher energies,
eventually reaching a factor of &5 error at the highest energies, where
inverse Compton scattering moves out of the Thomson regime and
Klein—Nishina effects become important. As expected, results for
atomic or molecular background media are nearly identical, since
this distinction is only significant for ionization losses, which are
unimportant for CRs at the energies that produce y-rays. While
cross-sections per free particle obviously depend on the number of
free particles per unit mass, the total fraction of the initial energy
deposited in the various possible loss channels by a high-energy CR
does not.

2.3 Spectral-averaged ionization and y-ray production
efficiencies

Our next step is to use the ionization and y-ray production budgets
we have computed for individual CRs and convolve them with a
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spectrum of CRs injected with differing momenta. Let us suppose that
CR protons are injected with a power-law spectrum of momentum
over some momentum range py to pi, as suggested by both models
of CR acceleration and observations of individual CR sources (e.g.
Caprioli 2012; Bell 2013). The number of CR protons injected per
unit time per unit momentum is therefore

dn, N {x‘q,xe(xo,xl)

= 0, otherwise

dp ~ m »C (13)
where for convenience we have defined x = p/m,,c as the dimension-
less proton momentum. It is convenient to express the normalization
in terms of the total (kinetic) luminosity of the CR proton injection,

Lcwr, p, in which case we have
X1
/ (y — Dm,c*N'x ™9 dx = Lcr s (14)
X0

where y = +/1 + x? is the CR proton Lorentz factor. Evaluating the
integral gives

N = Lerp ¢, (15)

2
m,c

where ¢, is a dimensionless normalization factor given by

1—q 1—q -1
Xo  —X
¢p = [I—q +Bg(a, ) — B (a, D) (16)
a=ql2—1,b=(1 —q)/2,co.1 = (1 + x0,1)"2, and B,(a, b) is the
incomplete Beta function, B,(a, b) = [; 1*~'(1 — 0)’~'dr.

Given the CR proton injection rate per unit momentum, we
can compute the corresponding total rate at which CRs produce
ionizations simply by integrating over the momentum distribution,
and similarly for the y-ray luminosity. Specifically, we have

. myc> [
Nion.p =N ? / Wion,p (¥ — Dx ™7 dx (17)
X0

X1

L, AEo, E,) = Nmpcz/ v, (y — Dx4dx, (18)
X0
where L, ,(Eo, E) is the y-ray luminosity emitted in the energy
range from E, to E;, and Wi, , and W, , are evaluated at initial
kinetic energy T;, = (y — l)m,,cz. We can, in turn, use these
results to define spectrally averaged ionization and y-ray production
efficiencies

Nion,pl i _
(\I"ion.p) = I = ¢, \ljion,p(y — Dx™dx (19)
P x0
Ly, ! _
(\ij,p) = L%I = ¢p/ lpy,p(y - l)x qu7 (20)
P x0

where we have omitted the explicit dependence of (¥, ,) on Ey,
E,, and ¢ for compactness. We can of course define analogous
expressions for CR electrons, simply replacing x = p/m,c with y =
plm,c.

In the left-hand column of Fig. 3, we plot (Wjqy, ,) and (¥, ,), and
their electron equivalents, as a function of g, using lower and upper
limits on the injection distribution of 1 keV and 1 PeV, respectively;’

SNote that the actual lower energy cut-off of the injection distribution is
unknown, and our choice of 1 keV is arbitrary. However, this choice does not
matter because the results are completely insensitive to the choice of lower
energy cut-off as long as the cut-off is at highly subrelativistic energies. This
is because for a spectrum that is a power law in momentum with a realistic
spectral index, subrelativistic CRs carry a negligible portion of the total CR
luminosity budget. See Appendix B for details.
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Figure 3. Spectral-averaged ionization efficiency (Wjon) (top row) and y -ray
production efficiency (W, ) (bottom row) as a function of CR injection spectral
index ¢ (left-hand column) and cut-off energy Ty (right-hand column). Blue
lines show protons, orange lines electrons. In the top row, solid lines show
results for a pure Hy background medium, dashed lines for a pure H 1 medium.
In lower row, solid lines correspond to y-ray emission over a (0.1, 100) GeV
band pass, and dotted lines to a (1, 10*) GeV band pass.

we show results over the range ¢ = 2.1-2.4, the plausible range for
the ISM injection spectral index of CRs based on both observations
and CR acceleration theory (e.g. Caprioli 2012; Bell 2013). In the
right-hand column, we plot them as functions of T, for an injection
energy range from 1 keV to Ty, for a spectral index g = 2.25. We
also provide a more detailed investigation of which ranges of CR
proton and electron energy make the largest contributions to these
averages in Appendix B. We find that the ionization efficiency is
largely insensitive to g for both protons and electrons, with changes
in index from 2.1 to 2.4 yielding only tens of percent differences.
Ionization efficiency is also insensitive to cut-off energy for electrons,
since most of the available electron energy budget lies at energies
where ionization is dominant. For protons in an H, background,
ionization efficiency gradually decreases from ~0.2 to ~0.06 as
the cut-off energy increases from 7, ~ 1 to ~10 GeV and pion
losses become significant (solid blue line in the top right panel of
Fig. 3); the efficiency is slightly lower in an HI background, but
the qualitative trend with T is the same (dashed blue line in the
top right panel of Fig. 3). By contrast, y-ray production efficiency
is mostly insensitive to ¢ for protons, but somewhat sensitive for
electrons, and for both protons and electrons it is insensitive to
Teye until T,y comes within a factor of a few of the upper energy
limit of the band pass. The figure also shows that CR electrons are
~3x more efficient than protons at producing ionization and ~2—
3x less efficient at producing y-ray emission, depending on the
band pass. These two results together mean that CR electrons will
be subdominant for both ionization and y-ray production, since the
total electron energy budget is expected. to be &~ 10 — 20 per cent
the proton energy budget (e.g. Lacki et al. 2010).

We provide tabulated values of (Wion p), (Wion,e)> (Wy,,), and
(W, .) for some sample sets of parameters in Appendix C. In what
follows, for convenience whenever we require numerical values we
will use efficiencies computed for the case ¢ = 2.25, Ty = 10° GeV:
(Wion, p) = 0.058, (Wion, o) = 0.185, (¥, ,) = (0.139, 0.111), and
(¥, .) = (0.086, 0.43), where the first number in parentheses is for
the (0.1,100) GeV band pass and the second for (1, 10%) GeV.
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3 IONIZATION AND DIFFUSE y-RAY BUDGETS
OF STAR-FORMING GALAXIES

Our next step is to determine the budgets for ionization and diffuse y -
ray production in star-forming galaxies from the efficiencies we have
computed. For this purpose we will consider a star-forming galaxy
with total star formation rate M, and gas mass M,, such that the
gas depletion time t4ep = M,/ M,. We consider a range of possible
CR sources associated with star formation below. Generically, for
any CR acceleration mechanism that is ultimately powered by star
formation, we can express the energy budget for that mechanism
in terms of (E/M.,)n, defined as the total energy provided by that
mechanism per unit mass of stars formed, averaging over the stellar
initial mass function; thus for example (E/M,)sN represents the total
energy in SN explosions per unit mass of stars formed. We similarly
assign each mechanism proton and electron acceleration efficiencies
€m,p and €y, ., defined as the fraction of the energy provided by that
mechanism that is ultimately deposited in non-thermal protons and
electrons. Thus the total CR proton luminosity for any mechanism m
takes the generic form

. E
L,n= M, — ) , 21
p.m €m,p < M, >m ( )

and similarly for electrons.

From the CR luminosities, together with the efficiencies computed
in Section 2.3, we can compute the maximum number of primary
ionizations per unit time each mechanism is capable of producing as

. M, | E (Wion.e)
Nion,m = T* <E>m 6m.p(\Ijion.p)m (1 + Smﬁ) s (22)

where 8, = €, /€nm,,, is the ratio of electron to proton luminosity
for that mechanism, and (Wioy, p)m and (Wien, ,)m are the proton
and electron ionization efficiencies for that mechanism, which are
functions of the injected CR spectrum. The total y-ray production
budget integrated over some bandpass is given by a very similar
expression,

. E v, .
Ly,m = M* <7> 6m,p<\lj;/,p>m (1 +(Smw>
M* m <\IIV,I’>m

E<i> M,, (23)
M./,

where the quantity (L, / M,)n is the y-ray budget per unit star
formation from a given mechanism.

For the purposes of interfacing with astrochemical models and
comparing with observations, it is most convenient to express the
ionization budget as the primary ionization rate per H nucleon. The
total number of H nucleons in the galaxy is M,/upmy, where my is
the hydrogen mass, and py is the mean mass per H nucleon in units
of my; for the standard cosmological mix of & 75 per cent H and
~ 25 per cent He by mass, uy ~ 1.4. Thus the maximum ionization
rate that the CRs accelerated by a given mechanism can sustain is

Humy E ("Uion.e>m
m = e m.p {Wion,p)m { 1 +8m—"—
; ldep] <M* >m6 ,p( ,p) ( + (\I‘lion,p>m)
<§tdep>m

= -, (24)
[dep

where ({f4ep)m 18 the ionization budget per unit star formation rate
per unit gas mass (where fyp is the inverse of the star formation rate
per unit gas mass).

It is important to keep in mind some caveats regarding ¢ ,,, which
will be important in the discussion that follows. First, recall that
¢m 1s a galactic average; ionization rates can of course be higher in
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Table 1. y-ray production and ionization budgets for various mechanisms,
computed using fiducial parameter choices. For a galaxy with total star
formation rate M, and depletion time fgep = Mg/M*, where My is the total
gas mass, we have y-ray luminosity L, = (L, / M,) M, and ionization rate
per H nucleon ¢ = ({tgep)/taep- Units are chosen such that the value for
(Ly/ M,) gives the y-ray luminosity for a galaxy with a star formation rate
of 1 Mg yr~! in units of erg s !, and the value of (S taep) gives the ionization
rate per H nucleon for a galaxy with a depletion time of 1 Gyr in units of s 1.
For (L, / M.,), the two columns give values for y-ray luminosity integrated
over bandpasses of (0.1,100) and (1, 104) GeV, respectively. For (¢ 1gep), the
two columns give ionization budgets for a pure H1and a pure H, background
ISM, respectively.

Mechanism log(Ly/M*) log (S taep)
fergs™"/(Moyr")] [s~'Gyr]
(0.1,100) GeV (1, 10%) GeV Hi1 H,
Supernovae 39.48 39.37 —1629 —16.12
Stellar winds 39.09 38.98 —16.69 —16.51
Protostars 38.48 38.16 —16.73 —16.78
H 1l regions 36.90 36.79 —18.87 —18.70
Sum 39.66 39.54 —16.05 —15091

the vicinity of CR sources, and lower far from them. Second, ¢,
includes the effects of neither escape of ionizing CRs from galaxies,
nor diffusive reacceleration of CRs in the ISM; the former will lower
ionization rates compared to this estimate, while the latter will raise
them. We return to these issues in Section 4.

We now proceed to estimate the budgets associated with individual
mechanisms. For convenience we collect the coefficients ( f4ep)m and
(L, /M,)y for each mechanism in Table 1.

3.1 Supernovae and massive stellar winds

SNe have long been thought to dominate the acceleration of CRs. To
compute the SN energy budget, (E/M,)sn, we use the SLUG stellar
population synthesis code (da Silva, Fumagalli & Krumholz 2012;
Krumholz et al. 2015), assuming a Solar metallicity population, and
using a Chabrier (2005) initial mass function (IMF), MIST stellar
evolution tracks (Choi et al. 2016), and the models of Sukhbold et al.
(2016) to determine which stars end their lives as type II SNe. We
assume an energy of 10°! erg per SN. Under these assumptions, we
find (E/M,)sn = 6.5 x 10*® erg M5' . If we further adopt our fiducial
values for all efficiencies and normalize to €, sy = 0.1 and dsny =
0.1, then plugging into equations (23) and (24) gives the coefficients
shown in Table 1.

In addition to SNe at the ends of their lives, while they are alive
massive stars also produce fast, radiatively driven winds that produce
shocks and can therefore accelerate CRs. We again use SLUG to
compute (E/M,), using the ‘Dutch’ stellar wind model as described
by Roy et al. (2021). We find (E/M.,),, ~ 2.6 x 10 erg M, so the
total energy budget is &~ 40 per cent of that for SNe. The expected
maximum energy of CRs accelerated in wind shocks is at least as
high as that for SNe, if not higher (e.g. HESS Collaboration 2015;
Albert et al. 2021; Morlino et al. 2021), and thus the ionization and
y-ray production efficiencies should be essentially the same as for
SNe. Similarly, though the acceleration efficiency €, ,, and electron-
to-proton ratio 8, have not been explored as much as for SNe, the
fact that a large number of star clusters have now been detected in
y-rays (e.g. HESS Collaboration 2015; Saha et al. 2020; Sun et al.
2020; Albert et al. 2021) suggests that the efficiency cannot be too
small. We therefore adopt €, ,, = 0.1 and §,, = 0.1 as fiducial values
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as well. Inserting these choices into equations (23) and (24) gives the
coefficients for stellar winds shown in Table 1.

3.2 Protostellar accretion and outflow shocks

Both the shocks that occur on the surfaces of accreting protostars and
the shocks produced when outflows from those accreting stars impact
on the surrounding ISM are potential sites of CR acceleration (e.g.
Padovani et al. 2015, 2020). Both of these phenomena are ultimately
powered by the release of gravitational potential energy from the
accreting material, and thus the energy budget is fundamentally
related to the gravitational potential at the surfaces of accreting
protostars. Krumholz (2011) shows that, due to the fact that protostars
are generally fully convective, and have cores stabilized to a nearly
fixed temperature by deuterium burning, this potential is nearly
independent of accretion history or stellar mass, at least for stars
with masses up to a few Mg, which do not exhaust their primordial
deuterium supply until after they finish accreting. Since such low-
mass stars constitute the great bulk of the stellar mass, we can
estimate the energy budget based on them; the surface potential
is § ~ 6 x 10% erg M, and we therefore have (E/M, ). ~ & for
accretion.

For protostellar outflows, we adopt the parametrization introduced
in Cunningham et al. (2011), whereby outflows ultimately carry
away a fraction f,, of the final stellar mass, launched at a speed
that is a fraction f, of the Keplerian speed at the stellar surface,
vk = +/€/2. Thus the mean protostellar outflow energy released
per unit stellar mass formed is (£/2) f,, f2. Observations of outflow
momentum imply that the combination f,,f, ~ 0.3 (e.g. Richer et al.
2000; Cunningham et al. 2011) and theoretical models suggest f,
~ 1-3. Thus we can write the total energy budget for protostellar
accretion and outflow shocks together as

E Ju
SRGL @

where £, = fu f2~ 03— 1.

The CR acceleration parameters are significantly more uncertain
for jets and accretion shocks than for SNe. Araudo, Padovani &
Marcowith (2021) use observations of synchrotron emission from
massive protostellar jets to estimate a proton acceleration efficiency
€ps,p ~ 0.05 and an electron to proton ratio §,, ~ 0.1, but with
very large systematic uncertainties; it is also unclear whether the
efficiencies will be similar for low-mass protostars, which though
less-luminous individually, dominate the total available energy bud-
get due to their vastly greater mass. Similarly, Padovani et al. (2015)
estimate a maximum CR energy from jet shocks of ~10 GeV for
protons and <1 GeV for electrons, while Araudo et al. (2021) find
somewhat higher values of ~0.1 TeV for protons. Given the various
uncertainties, we will adopt as fiducial values € , = 6,5 = 0.1 (i.e.
the same parameters as for SNe), and ionization and y -ray production
efficiencies (Wion, p) = 0.1, (Wion, o) = 0.2, (¥, ,) = (0.1, 0.05), and
(W, ) = (0.05,0.01) as fiducial estimates, where as usual the first
figure in parentheses is for the (0.1,100) GeV y-ray bandpass, and
the second for (1, 10%) GeV. We also adopt a fiducial value f,, =
1 for the wind energy. Inserting these choices into equations (23)
and (24) gives the coefficients shown in Table 1. The numerical
results show that, for our fiducial assumptions, protostellar jets and
accretion shocks are subdominant by a factor of ~3 compared to SNe
for ionizations, and by an order of magnitude for y-ray emission.
However, this does not mean they cannot be dominant locally — a
point to which we return below.

%
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3.3 H1 region shocks

Padovani et al. (2019) suggest that H1I region shocks can accelerate
CRs. To estimate the energy budget associated with such shocks, we
begin by considering an ionizing source with photon luminosity S
embedded in a uniform background medium with number density
of H nuclei ny prior to the start of H1I region expansion. Krumholz
(2017, equation 7.35) show that a time ¢ after the H II region begins
expanding, the energy carried by the shell bounding it is

Eq = 8.1x 107 177837y """ 1,97 erg, (26)

1

where tg = #/10° yr, S49 = 5/10* photons s~', n, = ny/100 cm™3,
and T; 4 is the temperature of the ionized gas in units of 10* K. To
estimate the ionization budget, we evaluate using 7, ~ 4, roughly the
lifetime of the stars’ large ionizing fluxes. The total ionizing photon
budget per unit mass of stars formed is (S/M,.) = 6.3 x 10 photons
M51 (Krumbholz 2017), so if individual H1I regions have ionizing
luminosities S, then one such region is formed per 15954 Mg of
stars formed. Thus the total energy in H II region shells per unit mass
of stars formed is

E _ _
<7> = 1.7 x 10%0, 7707 5,327 erg M 27)
M* Hn

The ionized gas temperature 7; cannot be too different from 10* K,
so in order for H1I regions to have an energy budget competitive with
that of SNe ((E/M,)sx &~ 7 x 10*®), we would require either ny <
1 cm™3 or § < 10% s~!. The former possibility is ruled out because
regions with densities that low are predominantly neutral or warm
ionized medium, with temperatures high enough that H 11 regions do
not create strong shocks when expanding into them, while the latter
possibility is ruled out because it is far below the ionizing luminosity
of even a single O star. We therefore conclude that the H1I region
shock energy budget must be significantly below that for SNe. We
will adopt n, = Ty = S49 = 1 as fiducial values for our numerical
estimates, but these choices will make relatively little difference
to the total budget simply because they only affect a subdominant
component.

To complete our estimate, we require the CR acceleration pa-
rameters for H1I regions, which are poorly studied. Padovani et al.
(2019) predict that the maximum CR energies are 22100 GeV, in
which case the ionization and y-ray production efficiencies should
be comparable to those for SNe, but there are no predictions in the
literature for either the total energy acceleration efficiency or the ratio
of electron and proton luminosities. In the absence of information, we
assume that these are the same as for SNe, i.e. €, gy = 0un = 0.1.
Doing so gives the ionization and y-ray production budgets listed in
Table 1.

3.4 Sum over all mechanisms

Summing over all the mechanisms we have identified, and using the
fiducial values listed in Table 1, we arrive at a final estimate for the
total CR ionization budget associated with star formation. This is

-1

Cut = (0.89, 1.2) x 10716 ("‘—P) s, (28)
Gyr

where the first number in parentheses is for an ISM dominated by

H1 gas, and the second for an ISM dominated by H,. Of this budget,

roughly 60 percent comes from SNe, 20-25 per cent from stellar

winds, and 15-20 percent from protostellar accretion shocks and
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jets. Repeating this exercise for y-rays gives

M,
Ly = (4.57,3.47) x 10° <W> ergs”! 29)
(0]

as the total y-emission budget, with the first number applying to a
(0.1,100) GeV bandpass, and the second a (1, 10%) GeV bandpass.
Of this budget, SNe contribute roughly 2/3, stellar winds a bit under
1/3, and protostellar shocks and jets about 5 per cent.

It is worth noting that our fiducial ratio of maximum y-ray
luminosity to star formation rate is a factor of ~2 lower than that
given by Kornecki et al. (2020) at equal star formation rate. At
first this might seem surprising, particularly because we include CR
acceleration mechanisms that Kornecki et al. (2020), who consider
only SNe, do not. However, this is more than outweighed by a number
of other factors. The single largest one is the assumed number of
SNe per unit mass of stars formed: Kornecki et al. assume 1 SN per
83 M, of stars formed, whereas our calculation with s1ug (da Silva
et al. 2012; Krumholz et al. 2015) gives one SN per 155 Mg; the
difference is partly because we use a Chabrier (2005) IMF while
Kornecki et al. use a Chabrier (2003) IMF, and partly because
Kornecki et al. assume that all stars with birth masses >8 M, produce
SNe, while we determine which initial stellar masses yield SNe from
the state-of-the-art models of Sukhbold et al. (2016), which predict
failed SNe over part of this mass range.® A second contributor is
that Kornecki et al. adopt ¥, , = 0.25, compared to our fiducial
W, , = 0.13; this is partly because they neglect ionization losses,
which are subdominant but not entirely negligible at ~GeV proton
energies, and partly because they use older y-ray production cross-
sections from Kelner et al. (2006), which assume the ultrarelativistic
limit, whereas we use the more recent result from Kafexhiu et al.
(2014) that does not rely on the ultrarelativistic assumption; Kelner
etal. predict substantially more y-ray production at < 1 GeV energies
(e.g. see fig 12 of Kafexhiu et al.), leading to higher W,, , in the Fermi
band. A final contributing factor is that Kornecki et al. assume that
10 per cent of SN energy goes into CR protons with energies >1.2
GeV, whereas our ¢, is the acceleration efficiency integrated over all
proton energies; for our fiducial ¢ = 2.25 spectral index, Kornecki
et al.’s normalization corresponds to €, = 0.133.

4 DISCUSSION

We now examine some of the implications of our findings, both in
the Milky Way and in other galaxies.

4.1 Application to the Milky Way

The average gas depletion time of the Milky Way is ~3 Gyr
(Licquia & Newman 2015), varying with galactocentric radius from
~?2 Gyr in the H,-dominated regions at R < 5 kpc, to &5 Gyr near
the Solar circle (Kennicutt & Evans 2012). From equation (28), this
implies a mean primary ionization budget ¢ &~ 2-5 x 10717 s~!. This
is a factor of at least a few lower than the mean value of ~2 x 10~'¢
s~! inferred from astrochemical measurements in molecular clouds

Both our estimate of the number of SNe per unit mass of stars formed and that
of Kornecki et al. (2020) are consistent with Milky Way observational con-
straints, which imply a core collapse supernova rate of 1.2 — 2.1 per century
(Rozwadowska, Vissani & Cappellaro 2021). The Milky Way star formation
rate is ~1.5 — 2 Mg yr~!' (Chomiuk & Povich 2011; Licquia & Newman
2015), so Kornecki et al. (2020)’s estimate corresponds to a Milky Way
core-collapse SN rate of 1.8-2.4 per century, while our revised estimate gives
1.0-1.3 per century.
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(Indriolo & McCall 2012; Porras et al. 2014; Indriolo et al. 2015;
Zhao et al. 2015; Bacalla et al. 2019; for recent reviews see Padovani
et al. 2020 and Gabici 2022) and is more consistent with the value
of ~#1-2 x 1077 s~! implied by in situ measurements from Voyager
(Cummings et al. 2016).” Moreover, recall that equation (28) is the
budget assuming all injected CRs give up all their energy inside
the neutral medium of the galaxy; energy losses in ionized gas or
via escape into the Galactic halo will reduce the ionization budget.
Indeed, the fact that the measured ionization rate is close to the
upper limit strongly suggests that the Milky Way is not transparent
to the low-energy CRs that dominate ionization, as some authors
have assumed (e.g. Papadopoulos 2010; Bisbas et al. 2015, 2017).

The situation for the y-ray budget is far different: from equa-
tion (29) together with the Milky Way’s inferred star formation rate
of ~1.5-2 Mg, yr~! (Chomiuk & Povich 2011; Licquia & Newman
2015), the predicted y-ray budget of the Milky Way in the (0.1,100)
GeV band is 6-8 x 10* erg s~!, as compared to the observed value
~8 x 103 erg s~! (Strong et al. 2010). This discrepancy has long
been known and can be accommodated naturally if the Milky Way
is only ~ 10 per cent calorimetric for CR protons (e.g. Lacki et al.
2011; Kornecki et al. 2020; Crocker et al. 2021a, b). Thus we are
led to a picture in which the ~0.1 GeV protons responsible for most
ionizations are largely calorimetric, while the ~10 GeV protons
that dominate y-ray production (c.f. Fig. B1) are only ~ 10 per cent
calorimetric.

We can provide an independent cross-check on this picture by
comparing the CR spectral shape observed locally to the shape
expected for full calorimetry, which we compute using the CSDA for
simplicity. Consider a kinetic energy interval from 7 to T + dT; if
the Galaxy is fully calorimetric, then every CR injected with initial
energy T; > T will eventually pass through this interval, taking a time
dt =dT/ T to do so. Thus if CRs with initial energies 7; > T are
injected into the Galaxy at a rate N(> T'), in steady state the total
number of CRs in the Galaxy per unit energy d7 is
diN:N(>. T):N(> T)’ (30)
dT T nypBcl
where ny is the number density of H nuclei and £ is the loss function.
We can compute the injection rate N(> T') simply by integrating over
the injection spectrum (equation 13)

N(> T):/Xl Nx"1dx, 31)

where x7 and x| are the dimensionless momenta corresponding to
kinetic energy 7 and to the maximum kinetic energy produced by
the acceleration process, respectively. If the CRs are distributed over
a volume V in the Galaxy, and we assume that their directions are
isotropic, then we can express the CR intensity per unit energy per
unit solid angle as

_ Bc dN _ N(>T)
I T 4mvdr T amngvi
Note that j depends on kinetic energy only via the injection spectrum

and the loss function, so these two factors alone determine the spectral
shape.

(32)

"The astrochemical measurements are likely to be revised down slightly,
since Ivlev et al. (2021) have shown that the ratio of secondary to primary
ionizations is =~ 50 per cent larger than assumed in the past; since the
astrochemical measurements are sensitive to the total ionization rate, this will
lead to a downward revision of the primary ionization rate by ~ 20 per cent.
However, this is a relatively minor difference.
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Figure 4. Comparison between the observed local interstellar spectrum j
of CR protons (blue) and electrons (orange) and spectra predicted under
the assumption that the Galaxy is fully calorimetric. Dashed lines show the
empirical fits to the observed LIS provided by Gabici (2022, his equations 14
and 15), while solid lines and shaded bands show the LIS expected if the
Galaxy is fully calorimetric, computed as described in the text. The central
solid line is for an injection spectrum with index ¢ = 2.25, and the shaded
band shows the results of varying ¢ over the range 2.1-2.4.

We plot j as a function of T for CR protons and electrons in
Fig. 4, using the loss function £ for an H1 background; results for
an H, background are very similar. For the purpose of setting the
normalization we adopt nyy; = 1 cm™ and a volume V corresponding
to a cylinder with a radius of 10 kpc and a half-height of 1 kpc,
and we compute the injection rate including all the contributions
listed in Section 3 and using a fiducial spectral index ¢ = 2.25. For
comparison we also plot the fits provided by Gabici (2022) to the
observed local interstellar spectra (LIS) of CR protons and electrons.
The plot shows excellent agreement between the measured LIS and
the optically thick predictions for electrons at all energies, and for
protons at energies <0.1 GeV. The agreement in normalization is
not particularly significant — while our choices of ny and V are
reasonable, clearly it would also be reasonable to adopt values that
differ from our choices by factors of several. Instead, the important
part of this plot is how the shapes of the predicted and observed
spectra compare. For high proton energies we find that the optically
thick assumption leads to a spectrum that is significantly shallower
than the observed one, consistent with the conventional picture that a
substantial fraction of high-energy CRs escape the Galaxy, and that
the escape fraction increases with CR energy. By contrast, the agree-
ment in spectral shape for low-energy protons, and for electrons of
all energies, implies either that the Galaxy must be fully calorimetric
for these CRs, or that any escape is energy-independent. Our cross-
check against the shape of the LIS is therefore consistent with the
quantitative conclusions we draw from our budget calculations.

Given this encouragement that our budgets are reliable, there does
appear to be a real tension between the inferred ionization budget
and the ionization rates inferred from astrochemical analysis of
molecular clouds. We next consider three possible paths to resolving
this tension.

4.1.1 Non-uniform ionization rates

One possible solution is to consider that the astrochemical mea-
surements may not be reflective of the true Galactic average.
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These measurements necessarily target molecular clouds, which
may contain a significant number of local CR sources (driven by
protostellar outflows, HII regions, or wind shocks, as considered in
Section 3) that elevate their ionization rate above the Galactic mean.
As a simple thought experiment, if one were to hypothesize that CRs
injected by SNe produce ionization distributed uniformly over all
neutral gas in the Galaxy, but those injected by stellar winds and
protostars produce ionizations almost exclusively within molecular
clouds, then the ionization budget within molecular clouds would,
for our fiducial parameters, increase to ¢y = (0.75 + 0.47/fnc) X
107"%(t4ep/1Gyr) ™!, where fie is the mass fraction in molecular
clouds. Since fi,. ~ 0.1-0.5 depending on the galactocentric radius
over which one computes the average (Kennicutt & Evans 2012), this
implies an ionization rate in molecular clouds of 1.7-5.5 x 1076571,
in good agreement with the astrochemically inferred molecular cloud
ionization rates. If there are additional local sources in molecular
clouds beyond those we have considered, for example magnetic
reconnection events (Gaches, Walch & Lazarian 2021), then there is
additional room for the non-SN sources not to be so concentrated
in molecular clouds or for some level of CR escape from the
Galaxy. Conversely, however, this hypothesis depends crucially on
the still poorly understood details of CR transport around molecular
clouds. Simulations suggest that the transport is complex and yields
ionization rates that are highly spatially variable (Fitz Axen et al.
2021), and it is not clear if the ionization budget supplied by sources
within molecular clouds can be confined to the cloud volume.
Alternatively, significant spatial variations in the ionization rate
could also be produced if the supernova sources are not distributed
uniformly (Phan et al. 2021, 2022).

4.1.2 Type la supernovae

‘We have focused on the contribution of CRs that trace star formation,
but in the Milky Way type Ia SNe, which trace the older stellar
population, occur at a rate comparable to core collapse SNe, and
should accelerate CRs as efficiently as core collapse SNe. Quantita-
tive estimates of the SNIa rate vary from 0.4 per century (Ruiter,
Belczynski & Fryer 2009) to ~1.4 per century (Adams et al. 2013),
compared to the 1.0-1.3 core collapse SNe per century we estimate
using SLUG together with the measured Galactic star formation rate
(Section 3.4). Moreover, the mean energy release from SNla is
expected to be a factor of ~1.5-2 larger than for core collapse SNe
(e.g. Thielemann et al. 2004; Pakmor et al. 2022). Thus SNIa likely
provide a CR luminosity comparable to or even a factor of a few
larger than the core collapse SNe that trace Galactic star formation.

What is less certain is how much ionization or y-ray emission
these CRs will provide. A crucial difference between SNIa and core
collapse SNe is that, because the former occur in an old stellar
population, they tend to occur further from the Galactic plane. For
external galaxies, Hakobyan et al. (2017) find that the scale height
of core collapse SNe is comparable to that of the thin stellar disc,
while the scale height of SNIa is a factor of ~2-3 larger. Thus while
most core collapse SNe will at least initially deposit their CRs into
relatively dense neutral gas near the Galactic plane, only a~1/2 — 1/3
of SNIa will do so. Those SNe that occur well off the plane seem
unlikely to produce much ionization or y-ray emission, since the
CR protons they accelerate would need to diffuse or stream back
toward the dense gas in the plane in order to do so. Even with this
caveat, however, it is plausible, given the available energy budget,
that SNIa in the Milky Way could produce a CR ionization and y -ray
budget comparable to that of core collapse SNe. If so, this would go
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some distance to alleviating the ionization rate tension. However, we
emphasize that while this may be true of the Milky Way, it will not
be for many other star-forming galaxies. The Milky Way is a green
valley galaxy on the verge of quenching (Bland-Hawthorn & Gerhard
2016), so its specific star formation rate is quite low, implying a ratio
of type Ia to core collapse SNe higher than that expected for most
star-forming galaxies.

4.1.3 Second-order Fermi acceleration

A third possible solution would be to consider the contribution of
second-order Fermi acceleration to the ionization budget, as proposed
by Drury & Strong (2017). Diffusion in momentum space with a
diffusion coefficient K, will cause particles with momentum p to
gain momentum at an average rate por = (2 + a)K,,/p, where «
= dIn K, /dInp. The value and energy dependence of K, are very
poorly known, and are tied up in the question of whether CRs are
self-confined, in which case the turbulence with which they interact is
highly imbalanced, or externally confined, in which case it is likely
close to balanced; the former scenario implies much less efficient
acceleration than the latter (Zweibel 2017; Bustard & Oh 2022;
Hopkins et al. 2022). Drury & Strong estimate that re-acceleration
increases the CR luminosity of the Milky Way by &~ 50 per cent, but
this result assumes external turbulence rather than self-confinement,
which seems improbable for the < GeV energies that dominate
ionization (e.g. Xu, Yan & Lazarian 2016; Zweibel 2017; Krumholz
et al. 2020; Kempski & Quataert 2022). The Drury & Strong result
also relies on a numerical value for the spatial diffusion coefficient
that may be a significant overestimate if, as Sampson et al. (2022)
suggest, the empirically inferred diffusion coefficient in fact reflects
transport by streaming coupled with turbulent motion of the underly-
ing medium, rather than true microphysical diffusion. Conversely,
however, Drury & Strong’s estimate is also obtained using the
spectrum of CRs measured by Voyager. If this is an underestimate of
the Galactic average, that would imply a significantly larger energy
contribution by second-order Fermi acceleration, since the rate of
energy gain by this process is proportional to the CR number density.

Given the uncertainties, it is difficult to make a convincing estimate
of the contribution of second-order Fermi acceleration to the total
ionization budget. However, it is none the less an interesting exercise
to ask whether second-order Fermi acceleration plausibly has the
characteristics that would be required to explain the tension between
the ionization budget, the y-ray budget, and the astrochemical
measurements. To make this estimate we follow the approach of
Recchia et al. (2019) by comparing the loss and gain time-scales;
for second-order Fermi acceleration to be able to add significantly to
the ionization budget, it must be able to increase particle energies on
time-scales similar to or faster than those on which they lose energy
(fgain S toss)> since otherwise there will not be time for significant
energy input to occur. We define the loss time as fjo = 7'/ Tiosss
where T} is summed over all loss mechanisms.

To compute the gain time, we note that the natural scaling expected
between the diffusion coefficient in position space K,, and that in
momentum space is K, ~ np>v>/K,,, where 1 is a numerical factor
~0.1 for balanced turbulence but much smaller for unbalanced
turbulence, and v is the characteristic velocity of the turbulence
responsible for acceleration — either the Alfvén speed for diffusing
CRs, or the flow speed for non-resonant acceleration of streaming
CRs. Thus the gain time is

T (dlnp/dlnT) Ky

24« nv?’

Par(dT [dp) @3

t gain —
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Figure 5. Loss and gain time-scales as a function of particle energy. Solid
lines show the loss time-scales #ss, 0 at the mean Milky Way ISM density
ng = 1 em™3, evaluated for protons (blue) and electrons (orange). Shaded
regions correspond to the gain times fgin, ps produced by the second-order
Fermi acceleration model of Drury & Strong (2017), with the shaded region
corresponding to the results of varying their parameter 8, with K, oc p?, over
their preferred range § = 0.3-0.6.

and the condition for the gain time to be shorter than the loss time
becomes

% <( 24+«

A I 34
dlnp/dlnT)”U fos 34)

We plot loss and gain times for protons and electrons as a function
of kinetic energy in Fig. 5; for the loss times we scale to nyg = 1 cm ™3,
roughly the mean density of the Milky Way’s ISM. We therefore plot
Hoss, 0 defined such that 15 = #iss, 0(21r/1cm™3). The loss times shown
are for H I, since this is the dominant volume-filling medium in the
Milky Way, but the results for H, are very similar. To give an example
of gain times, we plot the Drury & Strong (2017) model, which has
v=30km s~ and K, = 1.0 x 10%B(p/m, )’ cm? s~! for protons,
with n = 4/[38(4 — §*)(4 — 8)] and § = 0.3 — 0.6; we compute
gains for electrons by assuming that K, is the same for protons and
electrons of equal rigidity.

Examining the figure, we can see two regimes where second-
order Fermi acceleration could be significant. For protons, the loss
time reaches a maximum value fios 0 &~ 100 Myr at T, ~ 0.4 GeV,
which is also in the kinetic energy range that contributes most
strongly to ionization (c.f. Fig. B1). The loss time is only a factor
of ~2 shorter at higher energies, but these CRs contribute little to
ionization, while the loss time is much shorter at lower energies
(toss ~ Tp"4_1'5), making these CRs hard to re-accelerate before
their energy is drained by ionization losses. Thus if re-acceleration
of protons is to contribute significantly to the Galactic ionization
budget, it must be re-acceleration of ~0.1-1 GeV protons, since
these are in the sweet spot where they can contribute to ionization
but do not suffer such rapid ionization losses that they give up all
their energy before there is an opportunity to re-accelerate them. The
Drury & Strong model we plot does predict that second-order Fermi
acceleration is significant in this energy range, since fgin < foss-

For electrons, the loss time has a maximum of ~20 Myr at 7,
~ 1 GeV, but these high-energy electrons make relatively little
contribution to the ionization budget. The electron loss time is shorter
for lower energy electrons, but f,,5s varies with energy less steeply
than for protons. Consequently, second-order Fermi acceleration for
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electrons is conceivably important at ~MeV energies, which do
contribute significantly to the ionization budget. Indeed, the Drury &
Strong model we plot naturally predicts significant re-acceleration
for electrons in this energy range. However, we remind readers that
for both protons and electrons this result is critically dependent on
assuming balanced turbulence at the small length-scales resonant
with sub-GeV particles, contrary to theoretical expectation. If n <«
0.1, as expected for unbalanced waves, then second-order Fermi
acceleration is unlikely to be important.

Moreover, as pointed out by Recchia et al. (2019), the energetic re-
quirements associated with maintenance of a significant low-energy
CR population (produced by second-order Fermi acceleration or any
other mechanism) are formidable. Indeed, our calculation of the
ionization efficiency allows us to make this point even more strongly.
The energy input per unit time required to sustain a mean primary CR
ionization rate per H nucleon ¢ in gas with total mass M, is Li,, =
CIMg/(jprgmy (Wion)), and we can compare this to the total turbulent
power provided by type IT SNe, LSN.turb = eSNA,lurbAl«(E‘/ZM*)SNa
where €gn, wrb 1S the fraction of supernova energy that is ultimately
injected into ISM turbulence (as opposed to being lost radiatively
while supernova remnants are still expanding). The ratio is

Lion _ gltdep
HumuEsN b (E /M) s (Wion)

€SN, turb -1 <“Ijion) - [dep
(036,040 16 (<5 (o.zs) Gyr )

(35)

LN, wrb

where ¢ _1 = ¢/107'¢ s~!. As usual, the first number in parentheses
is for H1 and the second for H,. We have normalized (¥, to 0.25,
roughly the maximum efficiency we find at any energy (c.f. Figs 1
and 2), and we have normalized the efficiency for conversion of
SN energy to turbulence to 0.1, which is the maximum achieved by
optimally clustered SNe (Gentry et al. 2017); single SNe are a factor
of &5 less efficient, and realistic estimates of the mean efficiency are
probably well below 0.1.

The striking result is that, even with these generous scaling
choices, equation (35) implies that achieving a mean ionization rate
of ¢ & 1-2 x 107'% 57! in a galaxy like the Milky Way with t4., of @
few Gyr requires conversion of more than 100 per cent of the available
turbulence produced by SNe into second-order Fermi acceleration.
That is, even if one were to posit that the only mechanism by which
interstellar turbulence in the Milky Way damps is by accelerating
low-energy CRs, which then go on to ionize neutral gas as efficiently
as possible, SN-driven turbulence would still not provide enough
power to sustain mean ionization rates as high as those found in
Milky Way molecular clouds. While there are other power sources
for interstellar turbulence — radial transport of gas through the disc
(Krumbholz et al. 2018) and cosmological accretion (Forbes et al.
2022; Ginzburg et al. 2022) — neither of those alternative sources
are expected to be dominant in a low-redshift, gas-poor galaxy like
the Milky Way. Consequently, our analysis echoes the conclusion
of Recchia et al. (2019): the hypothesis that an unseen population
of low-energy CRs could sustain a mean Galactic ionization rate as
high as that inferred to exist in molecular clouds can be ruled out on
energetic grounds.

4.2 Budgets in external galaxies

We can also use our models to estimate ionization rates and
calorimetry fractions in external galaxies. We make use of the star
formation rate and y-ray data compiled by Kornecki et al. (2020),
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omitting the four galaxies from their sample — NGC 2403, NGC
3424, NGC 4945, and Circinus — that they conclude likely suffer
from significant AGN contamination, combined with gas masses
taken from a variety of sources to enable us to compute delpletion
times. We list our sample galaxies in Table 2. We then compute the
calorimetry fraction of each galaxy as

L,/M,

fcul = m ’ (36)

with the numerical value of the denominator given by equation (29),
and the primary ionization rate budget of each galaxy, derived from
its star formation rate, from equation (28) assuming the case of an
H;-dominated medium. We list this quantity in the Table as ¢y;, .

The y-ray calorimetry results shown in Table 2 are qualitatively
similar to those found by previous authors (Kornecki et al. 2020;
Crocker et al. 2021a), which is not surprising given that our new
calibration for the y-ray emission budget only differs from past
ones by a factor <2. We find that weakly star-forming galaxies like
the Milky Way and Andromeda sit at &~ 10 per cent of calorimetry,
while starbursts such as NGC 253 and NGC 2146 sit near 100 per cent
calorimetry. We find that Arp 220 is slightly supercalorimetric (f.,; =
2.3), but given the substantial systematic uncertainties in both its star
formation rate and y-ray luminosity (which are much larger than
the statistical errors shown in the table), as well as the substantial
theoretical uncertainties in quantities such as ¢, this result is not
terribly concerning.

The ionization results are more interesting. We find that normal
star-forming galaxies have CR ionization budgets comparable to
that of the Milky Way ¢y, ~ 1077 — 1071° s~!. The results for
the starbursts are more interesting: while the ionization rate budgets
are certainly higher than for normal galaxies, with the exception
of Arp 220 they are larger than those of the normal star-forming
galaxies by only about an order of magnitude, i.e. typically ¢,; ~
10716 — 10715 5! rather than ~1077 to 10716 s~!. The fundamental
reason is that the ionization budget scales as 1/t4,, and while these
galaxies have depletion times shorter than those of ordinary star-
forming galaxies, the depletion time for starbursts differs from that
of star-forming galaxies by much less than the star formation rate
per unit area. Qualitatively, if galaxies follow a Kennicutt (1998)-
like relation ¥, o E;"‘, then the depletion time only decreases with
surface density as X 04 _ thus in going from the Milky Way, at £, ~
10 Mg, pc™2, to the most extreme starbursts (such as Arp 220), £, ~
10* Mg, pc~2, the ionization budget increases by only a factor of ~20.
Indeed, we could deduce as much simply from equation (28): even if,
based on our findings for the Milky Way, we assume that additional
sources of CR power not linked directly to star formation can increase
the CR ionization budget provided by star formation by a factor of
several, achieving a mean ionization rate as high as 107! s~! on
galactic scales as some authors have contemplated (e.g. Bisbas et al.
2017; Gonzélez-Alfonso et al. 2018) would require star formation
with a depletion time t4p < 1 Myr to power it. This is shorter than
the depletion time of any known galactic-scale star-forming system.

4.3 y-ray emission as an ionization diagnostic

A third implication of our calculation is that, for dense galaxies where
proton calorimetry is a reasonable assumption, one can use the y-ray
luminosity per unit mass of a system as a rough diagnostic of its
ionization budget. This works particularly well for y-ray emission
measured in the (0.1,100) GeV band, since, as shown in Appendix B,
in this case the energy range that gives rise to the y-ray signal is
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Table 2. Measured and inferred galaxy properties; galaxies have been roughly sorted into normal star forming galaxies (fgep > 1 Gyr) and
starbursts (fgep < 1 Gyr). Columns are as follows: (1) galaxy name; (2) star formation rate; (3) total mass mass; (4) y -ray luminosity over the (0.1,
100) GeV band; (5) depletion time tgep = M/ M., (6) calorimetry fraction from equation (36); (7) primary ionization rate per H nucleon derived
from t¢ep (equation 28); (8) primary ionization rate per H nucleon derived from L, /M, for full calorimetry (equation (37)). Star formation rate
and y-ray luminosities are taken from table 1 of Kornecki et al. (2020). Gas masses are from the following sources: SMC and LMC — Jameson
et al. (2016); M31 — Chemin, Carignan & Foster (2009); M33 — Kam et al. (2017); Milky Way — Kalberla & Kerp (2009); all starbursts — Liu,
Gao & Greve (2015), with an extra contribution of the H1 mass taken from de Block et al. (2018) for NGC 253. Uncertainties in M, and L, are
as reported in the original sources, while for gas masses, where in most cases the authors to not provide an uncertainty estimate, we adopt an
uncertainty of a factor of 2 (0.3 dex). Uncertainties on the remaining quantities are determined from error propagation.

Name log M., log M, logL, log fgep log feal log ¢y, log ¢r, /m,
Mo yr™") Mop) (ergs™") (yn) (O s
Normal galaxies
SMC —1.57 £0.05 8.51+0.30 37.10 £ 0.05 10.08 £ 0.31 —0.99 +£0.07 —16.99 £0.31
LMC —0.70 £ 0.07 8.73 +£0.30 37.77 £ 0.06 9.43 +0.31 —1.19+£0.09 —16.34 +£0.31
M 31 —0.55+£0.03 9.77 £ 0.30 38.21 £0.14 10.32 £ 0.30 —090+0.14 —17.23 £0.30
M 33 —0.54 £0.03 9.37 +0.30 38.30 + 0.09 9.91 +0.30 —0.82+0.09 —16.82 +0.30
Milky Way 0.28 £0.01 10.02 £ 0.30 38.91 £0.13 9.74 £ 0.30 —1.03 +£0.13 —16.65 £ 0.30
Starbursts
NGC 253 0.70 £0.07 9.57 +0.30 40.12 £ 0.07 8.87 £0.31 —024+£0.10 —1578+031 —16.19+0.31
M 82 1.02£0.07 9.62 £0.30 40.19 £ 0.07 8.60 +0.31 —0.49 £0.10 —15514+031 —16.17 £0.31
NGC 2146 1.15+0.17 9.56 +0.30 40.81 £0.18 8.41+0.35 0.00£0.25 —1532+035 —1549+0.35
NGC 1068 1.36 £0.16 9.42+0.30 40.96 £ 0.16 8.06 £0.34 —0.06 +0.23 —1497+034 —1520+0.34
Arp 299 1.99 + 0.06 10.14 £ 0.30 41.46 £0.14 8.15+0.31 —0.19 £0.15 —15.06 £031 —1542+0.33
Arp 220 2.33+£0.07 9.41+£0.30 42.36 £0.09 7.08 £0.31 0.37£0.11 —1399+031 —13.79+£0.31
not all that different from that which gives rise to the ionization 1014 5 —
signal. For simplicity, since this calculation is approximate, let us 1 — (0.1,100) GeV
consider only emission and ionization as both being due to a single ] ’ 4
dominant mechanism. With this simplification, taking the ratio of T 1 e (1,10%) GeV
equations (23) and (24) yields 0, 1
—~ 1
g_ _ HHMY {\yion,p[l + 8(“Ijion.e/"lli0n,p)]} i ?5
I W, L+ 80y /W, D] | M, = 1015 4
~ ]
-16 Ly/M, -1 S ]
~ 1.8 x 10 s, 37 < 1
1040 erg s=1/10° Mg, qk 1
where the numerical evaluation in the second line is for our fiducial S 1
values of the efficiencies, a y-ray band pass of (0.1,100) GeV, and .
a background medium of H,. Values for an HI medium and for a —— H1
(1,1000) GeV band pass can be obtained by plugging the appropriate 1016 . ' '
efficiencies into the expression above, but differ only slightly in their 10t 10! 103 10°

numerical values from the case shown.

This result is a useful complement to our estimate of the ionization
rate ¢y, from the star formation rate, because that result depends
on details of star formation and ISM physics such as the number
of SNe per unit mass of stars formed and the CR acceleration
efficiency. By contrast, these factors all cancel in equation (37): the
only assumptions that enter this equation are that the galaxy emitting
the y-rays is calorimetric, and that ionization and y-ray emission
are both driven mainly by mechanisms with high cut-off energies
Tew such as SNe. The ionization budget could be higher if either
of these assumptions fail — if for example the observed value of L,
does not reflect the true y-ray energy budget because some CRs
escape the galaxy, or if there are significant CR sources with 7t low
enough that they do not produce y-rays but still produce ionization.
We quantify the latter possibility by plotting the ratio {/(L,/M,) as a
function of T, in Fig. 6. Clearly the y-ray diagnostic of ionization
fails completely for T < 1 GeV (for the Fermi-like band pass; <10
GeV for the CTA-like one), since in this case essentially no y-rays
within the band pass are produced. However, the plot also shows
that equation (37) is reasonably reliable as long as ionization is not
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Figure 6. Ratio of ionization budget ¢ to y-ray luminosity per unit gas mass,
L, /Mg, as a function of maximum CR injection energy 7¢y. We normalize
the y-ray luminosity per unit gas mass by expressing y-ray luminosity as
Ly 40 = Ly/l()40 erg s~ and gas mass as My 9 = Mg/IO9 MQ®O. Sold lines
show results for a (0.1,100) GeV y-ray band pass, dotted lines for a (1,10%)
GeV band pass. Green shows results for a background of pure Hy, purple for a
background of pure H1. All calculations use an electron-to-proton luminosity
ratio § = 0.1.

dominated by sources with T, < 10 GeV. Quantitatively, for the
(0.1,100) GeV band pass, the ratio ¢/(L,/M,) varies by less than a
factor of 4 as T,y goes from 10 GeV to infinity (and by less than a
factor of 2 for T, = 40 GeV to infinity); it also differs by only a
factor 1.7 for H1 versus H, backgrounds.

We derive alternative estimates of the ionization budget for
starburst galaxies from equation (37) and list the results as SLy M,
in Table 2; we do so only for the starburst galaxies where full
calorimetry is areasonable assumption. Qualitatively, these estimates
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are similar to those derived from the star formation rate, which is not
surprising since equation (37) is derived under the assumption of full
calorimetry, and we find that starbursts are close to this limit. The
point of this exercise is simply that it eliminates most of the systemat-
ics listed above, e.g. unknown CR acceleration efficiencies, number
of SN production per unit star formation, contributions from non-SN
sources, etc. The only assumptions that enter estimates of the ioniza-
tion budget from y -ray luminosities and gas masses are that starburst
galaxies are calorimetric and that the CR injection spectrum follows
the usual power law in momentum, with a cut-off energy 210 GeV.

Our results therefore reinforce the conclusion that the primary
ionization rates in starburst galaxies are elevated compared to those
in normal galaxies, but not by as much as some proposals in the
literature suggest (e.g. Papadopoulos 2010; Meijerink et al. 2011;
Bisbas et al. 2015, 2017; Papadopoulos et al. 2018). For moderate
starbursts such as NGC 253 or M82, the enhancement compared to
the Milky Way is roughly an order of magnitude, while for the most
extreme starbursts such as Arp 220 it is at most ~3 dex. The only
way to escape this conclusion would be to posit that ionization in
these galaxies is driven mainly by sources that produce CRs with
low maximum energies (or more generically with spectra that are
not power laws in momentum with index g ~ 2-2.5), such that they
produce ionization but no y-ray emission.

5 CONCLUSIONS

In this paper, we investigate the budget for CRs accelerated by star
formation to drive diffuse y-ray emission and ionization in galaxies.
We do so using a particle-by-particle approach, whereby we compute
the maximum total number of ionizations and the total emitted y-ray
energy that CR protons and electrons of a specified initial energy
can produce. Integrating these production rates over the spectral
distribution with which CRs are injected, and normalizing by the total
CR power provided by different forms of star formation feedback,
then gives the maximum rates of y-ray production and ionization
that a given star formation rate is capable of driving.

A principal result of our calculations is that the y-ray emission
and ionization budgets are

M,
L, =4x 10% (W) erg s (38)
o Yr-
-1
_ Tde _
=1x10716( =2 h 39
¢ X (Gyr S (39)

where ¢ is the primary ionization rate per H nucleon, L, is the y-
ray luminosity, M, is the galactic star formation rate, and Taep 18 the
galactic gas depletion time — see equations (28), (29), and Table 1
for precise numbers as a function of ISM chemical state and y-ray
bandpass, and for a decomposition of the budgets into different CR
acceleration mechanisms. Our value of L, , while improved compared
to earlier calculations due to more realistic treatments of SNe, a
more extended set of microphysical processes included, and updated
cross-section data, differs from earlier results by less than a factor
of 2, and leads to qualitatively similar conclusions when used to
analyse observations: normal star-forming galaxies such as the Milky
Way typically radiate only & 10 per cent of their available y-ray
budget, indicating that many CR protons escape, while starbursts are
calorimetric or close to it.

By contrast, our calculation of the ionization budget is novel and
leads to more interesting conclusions. We find that the available
ionization budget is too small by a factor of a few to produce
mean ionization rates as high as those measured in Milky Way
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molecular clouds. This indicates either that molecular material has
an elevated ionization rate compared to the mean of neutral gas
in the Galaxy (plausible, since stellar winds and protostellar jets
make a significant contribution to the ionization budget, and this
contribution is likely concentrated in molecular clouds), or that there
are additional contributions to CR ionization by sources not directly
linked to recent star formation, for example type la SNe or second-
order Fermi acceleration, though we disfavour the latter possibility
on energetic grounds. A corollary of this analysis is that the Galaxy
is consuming most of its available CR ionization budget. Unlike for
y-ray-producing CRs (those with kinetic energies ~1-10° GeV),
where 90 per cent of the CR energy escapes into the halo, most of
the energy carried by the transrelativistic CRs that dominate the
ionization budget (those with kinetic energies < m,c®) must be
dissipated within the Galaxy. The conclusion is confirmed by the
fact that the observed spectral shape for low-energy (<100 MeV)
protons and electrons in the local ISM matches that expected for
injection of CRs into a thick target.

As applied to external galaxies, our calculation of the budget
implies that the ionization rates in the bulk of starburst galaxy
interstellar media can be elevated only mildly compared to that in the
Milky Way. lonization rates in moderate starbursts such as NGC 253
or M82 are likely a factor of 210 above that in the Milky Way, while
those in the most extreme starbursts such as Arp 220 can reach a few
hundred times Milky Way values. The fundamental factor driving
these results is that the Milky Way is already near its ionization
budget, and the ionization budget scales only with the gas depletion
time. While starbursts often have star formation rates per unit area
or per unit volume larger than that of the Milky Way by factor of
>1000, their depletion times differ from the Milky Way depletion
time by a much smaller factor.

Finally, we point out that, in galaxies that can reasonably be ap-
proximated as reaching full proton calorimetry, the y-ray luminosity
per unit gas mass provides a direct estimate of the ionization rate (see
equation 37). This estimator is valid as long as the dominant sources
of CRs in a galaxy produce a power-law momentum distribution
similar to that expected for shocks, with a cut-off energy =10 GeV,
and has the advantage that it is essentially independent of ISM or star
formation physics; it depends only on microphysical cross-sections.
Use of this alternative estimator confirms our results for the modest
ionization rate enhancements in starbursts and offers a new method
to constrain astrochemical conditions in galaxies where more direct
estimates of the CR-driven ionization rate are unavailable.

ACKNOWLEDGEMENTS

We acknowledge Jessica Ross and Melanie Rosevear for assistance
in the early stages of this project. MRK and RMC acknowledge
support from the Australian Research Council through its Discovery
Projects funding scheme, award DP190101258, and from resources
and services from the National Computational Infrastructure (NCI),
award jh2, which is supported by the Australian Government. SSRO
acknowledges support from NASA ATP 8ONSSC20K0507 and the
Stromlo Distinguished Visitor program.

DATA AVAILABILITY

The crIPTIC CR simulation software used for the numerical sim-
ulations in this paper is freely available from https://bitbucket.org/
krumholz/criptic/src/master/. The CRIPTIC input files and analysis
scripts that generate all the quantitative results and plots in the
paper, along with summary files from the CRIPTIC simulations,
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are available from https://bitbucket.org/krumholz/kco22. The full
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are available upon reasonable request to MRK. The SLUG software
used for the star formation budget calculations is available from
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APPENDIX A: EFFECTS OF VARYING
SYNCHROTRON AND INVERSE COMPTON
LOSSES

Throughout the main body of the paper, we present results for foyn. =
fic = 1077 (c.f. equation 11), values that we conclude are typical of
both normal and starburst galaxies. To explore the sensitivity of our
results to this assumption, we repeat the simulations presented in
Section 2.2 with two alternative values, fyne = fic = 10772 and
107%3; the corresponding energy densities in the magnetic field and
radiation field, given our density ny = 10° cm™3, are 1.2 keV cm ™3
and 120 eV cm™3, respectively. For these cases we set up our grid of
CRIPTIC simulations exactly as described in the main paper, simply
with different values for the magnetic field strength and radiation
field dilution factor, tuned to produce the desired values of fy,. and
fic.® We then compute the spectrally averaged ionization and y-ray
production efficiencies for these cases exactly as in Section 2.3.
We compare ionization and y-ray production efficiencies for our
fiducial case and for the two alternative cases in Fig. Al, which is
analogous to Figs 1 and 2 in that it shows W;,, and W, as a function

8The only other difference is that for electron energies above 10° GeV in the
Ssyne =fic = 10777 case we reduce the secondary sampling factor fgec from 0.2
to 0.1. This change does not impact the physics being simulated, and is made
solely for computational convenience, to avoid having to follow a very large
number of secondary sample packets in a case where the catastrophic loss
mechanism of bremsstrahlung is dominant compared to the mostly continuous
inverse Compton and synchrotron mechanisms; see Krumholz et al. (2022)
for details in the meaning of fsec in CRIPTIC simulations.
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Figure Al. Ionization and y-ray production efficiencies W as a function
of initial CR kinetic energy 7;, computed using different value of fyne/1c in
an Hy background. The top panel shows Wj,, and the middle and bottom
panels show W,, computed over the (0.1,100) and (1, 10*) GeV band passes,
respectively. Blue lines show protons and orange lines show electrons. Solid
lines show our fiducial case fyne = fic = 107, and are identical to the lines
shown in Figs 1 and 2 in the main text; dashed and dotted lines show fyyn. =

fic = 107%3 and 1077, respectively.

Table Al. Spectrally averaged ionization and y-ray emission efficiencies
computed using alternative values of fiyne = fic = f. For the latter,
(W, p)(0.1, 100) and (¥, ,)(1, 10%) refer to efficiencies integrated oer
the (0.1,100) and (1, 10%) GeV band passes, and similarly for (¥, ).

Quantity f=10"73 f=10"7 f=10"%°
Hj background
(Wion, p) 0.058 0.058 0.058
(Wion, e) 0.185 0.185 0.185
(W, ,)(0.1, 100) 0.143 0.139 0.134
(W, (1, 10%) 0.116 0.111 0.107
(¥, .)(0.1, 100) 0.098 0.086 0.071
(¥, 0)(1, 10%) 0.055 0.043 0.030
H1 background
(Wion, p) 0.030 0.030 0.030
(Wion. ¢) 0.155 0.155 0.155
(¥, (0.1, 100) 0.143 0.140 0.136
(W, 10 0.115 0.111 0.108
(¥, .)(0.1, 100) 0.099 0.087 0.071
(¥, )1, 10%) 0.056 0.043 0.030
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of CR energy; the figure shows only the case for an H, background
medium, but the results for H1are qualitatively identical. The primary
conclusion to be drawn from the figure is that changing fyn. and fic
by half of dex on either side of our fiducial value induces completely
negligible changes in the ionization efficiency for either protons or
electrons. This is not surprising given that ionizations occur primarily
at low energies where synchrotron and inverse Compton scattering
are unimportant; changing fyn. and fic may change the amount of
time that an individual CR electron takes to lose enough energy for
ionization losses to become dominant, but in the limit of a thick target
where no CRs escape, ultimately they do not change the amount of
energy that is available to go into ionization. The largest effect of
varying fne and fic is to change the y-ray production efficiency
for ~10 GeV electrons. For these particles, factor of 10 variations
in fiyne and fic induce factor of ~3 variations in y-ray production.
A smaller but related effect is also visible for 10 TeV protons
producing 0.1-100 GeV y-rays, where the efficiency depends on
Jsyne and fic because secondary electrons make a subdominant but
non-negligible contribution to the emission. However, here order
of magnitude changes in fi,. and fic only produce ~ 10 per cent
changes in W,,. Overall, the conclusion to be drawn from Fig. Al
is that plausible variations in fiy,. and fic produce relatively small
changes in production efficiencies.

To quantify this conclusion we repeat our calculation of the
spectrally averaged efficiencies (Wion, p), (Wy, ), (¥, ), and (¥, )
using our alternative values of fin. and fic, for our fiducial choices
Tey = 10° TeV and ¢ = 2.25. We show the results of this calculation
in Table Al. The table shows that, when we average over the full
injected CR spectrum, factor of 10 changes in fi,. and fic make
< 1 per cent differences in the ionization efficiency, ~ 10 per cent
differences in the y-ray production efficiency for electrons, and
~ 1 per cent differences in the y-ray production efficiency for
protons.

APPENDIX B: IONIZATION AND I'-RAY
PRODUCTION EFFICIENCIES AS A FUNCTION
OF CR ENERGY

In the main text, we compute the spectrally averaged ionization and
y-ray production efficiencies from equations (19) and (20). While
these are the primary quantities of astrophysical interest, for the
purposes of interpreting the results it is helpful to examine the
differential contribution of CRs with different initial energies to
ionization and y-ray emission. To do so, in Fig. Bl we plot the
integrands of the integrals in equations (19) and (20), and their
electron equivalents, as a function of CR kinetic energy 7. For
plotting convenience we change the integration variable from x or y
to In 7, i.e. we plot the contribution to W per unit In 7. Specifically,
for proton-induced ionizations we plot

d \Ijion p —
ionp) = ¢pWion,px 7 — ), (B1)
dInT/dInp

dInT
where the factor in parentheses is what is required to convert from
an integral with respect to x, as in equation (19), to an integral with
respect to In 7. The expressions for electron-driven ionizations, and
for proton- and electron-driven y-ray production, are analogous. We
plot these quantities for a fiducial spectral index g = 2.25, and show
the results for a range from ¢ = 2.1 to 2.4.

From this figure, we see that ionizations in either an H,- or
H1-dominated medium are mostly driven by trans-relativistic CRs,
with energies relatively close to the particle rest energy. This is
simply a consequence of this being the locus that carries most of
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Figure B1. The marginal contribution of CR protons (blue) and electrons
(orange) with initial kinetic energies 7 to ionization, d(W;on )/dIn T (top panel),
and y-ray emission, d(W,)/dIn T; solid lines show the full numerical result
obtained using CRIPTIC for propagation through a medium where all hydrogen
is in the form of Hy, dashed lines show the result for a medium of all H1,
and dotted lines show the results for Hy computed using the CSDA. For
dV, /din T, we show the y-ray luminosity integrated from 0.1 to 100 GeV in
the middle panel and from 1 to 10* GeV in the bottom panel. In all panels, the
central solid line marks the result for a CR spectral index ¢ = 2.25, and the
shaded region indicates the range for ¢ € (2.1, 2.4). The vertical dashed lines
mark, from left to right, the electron rest mass, pion production threshold for
CR protons, and proton rest mass.

the CR energy: for a momentum distribution dn/dp o p~9, the
corresponding energy distribution is drn/dT o< T~“*V/2 in the non-
relativistic regime and dn/dT o T~ in the ultrarelativistic regime.
For g in the plausible range of 2.1-2.4, this means that the index of
the energy distribution dn/dT is shallower than 2 at low energies
and steeper than 2 at higher energies, indicating that the bulk of
the energy must reside in the trans-relativistic regime that marks the
transition between shallow and steep energy power laws. A corollary
of this analysis is that, as long as we choose a lower energy cut-off
for the CR injection distribution that is well into the non-relativistic
regime, our results are insensitive to the exact value we choose, since
all of the energy resides near the trans-relativistic peak. In the case of
protons, the peak in the trans-relativistic regime is further sharpened
by pion losses, which suppress the contribution from higher energy
CRs by siphoning the available energy into another loss channel.
We also see that, for ionization, the CSDA is extremely accurate.
The only visible differences between the full numerical and CSDA
results are for protons at energies > 1 GeV, where secondaries become
significant, but even these differences are at the ~ 10 per cent level.
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For y-ray production, to first order we see that the energy range
that contributes roughly matches the band pass of the observations.
However, the CR energy range that contributes is somewhat narrower
than this, precisely because the total available energy is falling off as
one moves to higher energy. The steepness of this falloff depends on
q, particularly in the higher energy band pass that resembles the CTA
sensitivity range. None the less, an important conclusion to draw
from Fig. B1 is that, particularly for protons (which are expected to
dominate simply because they dominate the overall energy budget),
the range of CR energies that drives ionization is not that far from
the range that drives y-ray emission. We also see that the CSDA
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is quite accurate for protons, but somewhat underestimates electron
emission. This underestimation, however, is still within the plausible
range corresponding to variations in the CR spectral index. Finally,
the results for a background medium or H1 or H, are so similar that
the lines are essentially indistinguishable in Fig. B1.

APPENDIX C: TABULATED EFFICIENCIES

In Table C1, for reader convenience we tabulate our computed
spectrally averaged efficiencies for ionization and y-ray production
for protons and electrons as a function of Tt and q.

Table C1. Values of mean ionization efficiency (Wion) and y-ray production efficiency (¥, ) for protons and electrons for
sample values of the parameters g and T describing the injection spectrum; (¥,,) is shown for band passes of both (0.1,100)
and (1,10*) GeV. The top block of values is for a background medium of pure Hy, the bottom block for pure H I.

q Teut (\IJion,p> (Wion, e) (lpy,p) (\Ily,e)
[GeV] (0.1,100) GeV (1,109 GeV  (0.1,100) GeV  (1,10%) GeV
Hj background
2.25 106 0.058 0.185 0.139 0.111 0.086 0.043
2.10 106 0.031 0.125 0.152 0.167 0.176 0.114
2.40 106 0.090 0.213 0.109 0.067 0.033 0.013
2.25 107! 0.203 0.224 0.000 0.000 0.000 0.000
2.25 10! 0.122 0.203 0.058 0.008 0.054 0.013
2.25 10° 0.069 0.190 0.138 0.079 0.084 0.037
2.25 10° 0.060 0.186 0.142 0.108 0.087 0.043
H1 background
2.25 106 0.030 0.155 0.140 0.111 0.087 0.043
2.10 100 0.015 0.104 0.152 0.168 0.178 0.115
2.40 106 0.051 0.180 0.110 0.067 0.033 0.013
2.25 107! 0.149 0.189 0.000 0.000 0.000 0.000
2.25 10! 0.063 0.170 0.060 0.008 0.055 0.013
2.25 10° 0.036 0.159 0.139 0.079 0.085 0.037
2.25 103 0.031 0.156 0.143 0.108 0.087 0.043

This paper has been typeset from a TEX/I&TgX file prepared by the author.
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