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A B S T R A C T 

Mass-to-flux ratios measured via the Zeeman effect suggest the existence of a transition from a magnetically sub-critical state 
in H I clouds to a supercritical state in molecular clouds. Ho we ver, due to projection, chemical, and excitation effects, Zeeman 

measurements are subject to a number of biases, and may not reflect the true relations between gravitational and magnetic 
energies. In this paper, we carry out simulations of the formation of magnetized molecular clouds, zooming in from an entire 
galaxy to sub-pc scales, which we post-process to produce synthetic H I and OH Zeeman measurements. The mass-to-flux ratios 
we reco v er from the simulated observ ations sho w a transition in magnetic criticality that closely matches observ ations, but we 
find that the gravitational-magnetic energy ratios on corresponding scales are mostly supercritical, even in the H I regime. We 
conclude that H I clouds in the process of assembling to form molecular clouds are already supercritical even before H 2 forms, 
and that the apparent transition from sub- to supercriticality between H I and H 2 is primarily an illusion created by chemical and 

excitation biases affecting the Zeeman measurements. 

Key words: ISM: clouds – ISM: magnetic fields. 
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 I N T RO D U C T I O N  

he dynamical importance of magnetic fields (B-field) relative to
ravity during the star formation process remains an open question.
uantitatively, for a uniform spherically symmetric cloud of mass
 , volume V , and radius R , threaded by a uniform magnetic field of

ntensity B , the ratio of magnetic to gravitational energy is 

E mag 

E grav 
= 

B 

2 V 

8 π
× 3 R 

5 GM 

2 
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2 R 
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2 
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(
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)2 

, (1) 

here � = πR 

2 B is the magnetic flux, which is conserved under ideal
agnetohydrodynamics (MHD). Mouschovias & Spitzer ( 1976 )

how that clouds can collapse only if their mass-to-flux ratio M / �
xceeds a critical value (
M 

� 

)
crit 

= 

1 

3 π

√ 

5 

G 

. (2) 

 cloud with μB ≡ ( M / � )/( M / � ) crit > 1 is called supercritical,
mplying a weak magnetic field compared to gravity, while a cloud
ith μB < 1 has strong magnetic field support against gravity and

s called sub-critical. In a sub-critical cloud, the magnetic field
trength will rapidly grow during a uniform gravitational collapse,
reventing further contraction long before stars form (Mouschovias
 Spitzer 1976 ). Thus if the bulk of the interstellar medium (ISM)

s magnetically sub-critical, non-ideal MHD effects are required to
llow stars to form. One candidate effect is the ambipolar diffusion
Shu 1977 ; Shu, Adams & Lizano 1987 ), whereby in the very
oorly ionized regions found at high densities, neutral gas becomes
 E-mail: zphu.charles@gmail.com 
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ecoupled from ions, allowing it to cross the field lines and further
ollapse. Alternately, turbulent motion of the gas might lead to
agnetic reconnection and change the B -field topology, releasing
agnetic flux and enabling collapse (Vishniac & Lazarian 1999 ).
nderstanding whether such non-ideal processes are needed, and if

o which ones are dominant, requires observational work to precisely
easure the magnetic field structure both in and around molecular

louds. 
The most direct method of measuring magnetic fields, and by far

he least uncertain when it comes to measuring field strengths, is
ia the Zeeman effect, which reveals the strength of magnetic fields
long the line of sight (LOS) ( B LOS ) via the frequency splitting these
elds induce between the components of emission or absorption

ines with different polarizations. Using a range of Zeeman-sensitive
racers (most commonly H I , OH, and CN), the method can co v er a
arge range of total hydrogen column density ( N H ). Crutcher ( 2012 )
ummarizes the results of five Zeeman effect surv e ys (Crutcher et al.
999 ; Bourke et al. 2001 ; Heiles & Troland 2004 ; Falgarone et al.
008 ; Troland & Crutcher 2008 ), which show a clear transition at
 H = 10 21 −22 cm 

−2 : diffuse H I regions with lower column densities
re mostly sub-critical, while OH and CN measurements that trace
enser regions indicate that they are mostly supercritical. Troland
t al. ( 2016 ) make much more precise Zeeman effect measurements
ith both H I and OH tracers in the Orion Veil, and Thompson,
roland & Heiles ( 2019 ) conduct an OH absorption line Zeeman
ffect surv e y in the molecular cloud envelopes. Both these studies
nd results consistent with the Crutcher ( 2012 ) re vie w, sho wing a
ub-critical to supercritical transition in the same column density
ange. The mechanism behind such a transition, ho we ver, is still
nclear, partially due to the lack of observations in the atomic-
olecular transition regime. In an early attempt to explore this
© 2023 The Author(s) 
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egime, Ching et al. ( 2022 ) perform H I narrow self-absorption
HINSA) Zeeman ef fect observ ation on L1544, and their result
uggests that the cloud is already supercritical when H 2 molecules 
tart to form. 

Partly in an attempt to probe the sub- to supercritical transition,
uite a few theoretical works have also investigated magnetic fields 
n the cloud formation process using MHD simulations. Bertram 

t al. ( 2012 ) determine the mass-to-flux ratios in cores ( ∼0.1 pc) and
lumps ( ∼1 pc) from their simulations starting with a range of initial
agnetic field strengths. They find that the mass-to-flux ratio of the 

tructures they form is only loosely related to the initial criticality of
he large-scale environment. The recent work by Ib ́a ̃ nez-Mej ́ıa, Mac
ow & Klessen ( 2022 ) starts from a galactic-scale simulation with
 box size of 1 kpc, then zooms into three dense clouds, reaching
 maximum resolution of 0.1 pc. They report the criticality transi-
ion happens when the hydrogen number density n H ≈ 100 cm 

−3 . 
lthough these simulations produce results similar to observations, 

t is still unclear how the sub- to supercritical transition occurs, 
articularly since their simulations use ideal MHD. Priestley, Yin & 

urster ( 2022 ) produce synthetic molecular line observations from 

he pre-stellar cores in their non-ideal MHD simulations, and argue 
hat magnetically sub-critical cores can actually appear supercritical 
n observations. 

One significant limit of these works, ho we v er, is that the y be gin
rom an arbitrarily prescribed uniform magnetic field morphology, 
ather than a realistic galactic magnetic field structure. Given that 
bservations indicate that magnetic fields are continuously connected 
rom galactic to cloud scales (e.g. Li et al. 2014 ), this is a potentially
ignificant issue. Moreo v er, none of the works published to date
av e solv ed the radiativ e transfer problem when producing H I 21 cm
ine synthetic observations, or fully solved the problem of non-local 
hermodynamic equilibrium (non-LTE) excitation for the Zeeman- 
ensitive OH lines. Since the regions of interest are precisely those 
here H I self-absorption is expected to be strongest (as illustrated by

he Ching et al. 2022 HINSA observations), and where the density 
s well below the OH critical density, this is another potentially 
ignificant limitation. 

In this paper, we study the transition between the sub-critical and 
upercritical ISM using ideal MHD simulations that start from the 
cale of the whole galaxy and then zoom in to reach maximum
esolutions in dense regions up to ≈0.4 pc. These simulations 
llow us to for the first time combine realistic galactic magnetic 
eld structures with detailed dynamics on the cloud scale in a 
ingle self-consistent calculation. We post-process our simulations 
o derive realistic chemical compositions, and we then solve the 
adiative transfer equation including non-LTE excitation effects 
long different LOSs to produce synthetic H I and OH observations. 
ur goal is to understand the extent to which observed mass-to-
ux ratio accurately reflect the ratio of magnetic to gravitational 
nergy in the 3D volume they probe, and, to the extent that they
o so, to understand how the sub- to supercritical transition that 
ppears in the observations arises in the true 3D structure of
he gas and magnetic field as they assemble to form molecular 
louds. 

This paper is structured as follows: Section 2 summarizes the 
umerical method and simulation data. Section 3 describes our 
ost-processing analysis method to derive chemical composition, 
alculate radiative transfer, and produce the synthetic observations. 
ection 4 presents the comparison between synthetic observations 
nd true 3D energy relations. Section 5 discusses the physical 
eaning behind the results, and possible future work in this area. 
ection 6 concludes the work done in the paper. 
 SI MULATI ON  

ur work begins from a simulation of an entire galaxy. To produce
ynthetic OH Zeeman effect observations from this, we need to 
ocate molecular clouds with strong OH emission. Then we can 
roduce synthetic H I observations in the atomic regions surrounding 
he selected molecular clouds. To achieve this goal, the scheme of
he simulations in this work has three main steps: (1) carry out MHD
imulations of a full galaxy; (2) identify regions with strong OH
mission; (3) re-simulate the formation history of the selected regions 
ith higher resolution. We discuss both the numerical method and 

he detailed scheme of simulations in this section. 

.1 Numerical method 

ur full-galaxy simulations are based on the galactic magnetic 
eld structure simulation by Wibking & Krumholz ( 2022 , hereafter
K22 ). Here, we simply summarize the physics and numerical 
ethods, and highlight areas where our treatment differs from that 

f WK22 . For details on the remainder of the methods, we refer
eaders to WK22 . We solve the equations of ideal MHD with the
IZMO code (Hopkins 2015 , 2016 ; Hopkins & Raives 2016 ), which
ses a mesh-free, Lagrangian finite-mass Godunov method. The 
imulations include a time-dependent chemistry network that tracks 
he abundances of H I , H II , He I , He II , He III , and free electrons,
nd uses these abundances to calculate the atomic cooling rates 
ue to hydrogen and helium. We also include metal line cooling,
sing cooling rates interpolated from a prescribed table as a function
f density and temperature under the assumption of ionization 
quilibrium and solar metallicity. The table is computed with CLOUDY 

Ferland et al. 1998 ), using the method of Smith, Sigurdsson & Abel
 2008 ) as applied in the GRACKLE chemistry and cooling library
Smith et al. 2017 ). 

For gas particles with density ρg larger that a threshold ρcrit , we
alculate a local star formation rate density 

SFR = εff 
ρg 

t ff 
, (3) 

here εff is the star formation efficiency, ρg is the local gas density,
nd t ff is the local gas free-fall time. As summarized in the re vie w
y Krumholz, McKee & Bland-Hawthorn ( 2019 ), εff has a mean
alue ≈0.01 across a wide density range, which is also the value we
dopt. We set the value of ρcrit to be approximately equal to the Jeans
ensity at our mass resolution; in the simulations of WK22 , the mass
esolution � M = 859.3 M �, and we therefore set ρcrit = 100 m H 

m 

−3 , but we increase the mass resolution and thus ρcrit in the zoom-
n stages as described below. If ρg > 100 ρcrit , we increase εff to 1
n order to limit the computational cost, since high densities require
orrespondingly small time-steps. This ef fecti vely sets an upper limit
f 100 ρcrit on the gas density resolved by the simulation, since gas
articles with higher density will instantly be converted into stellar 
articles. Gas particles for which ρSFR > 0 have probability 

 = 1 − exp ( −εff �t/t ff ) (4) 

f being converted to a star particle per time-step of size � t .
tellar particles represent clusters that only interact with the galactic 
nvironment via gravity and feedback. 

While our treatment of star formation and cooling is identical to
hat of WK22 (other than our use of a higher ρcrit at higher resolution),
ur treatment of stellar feedback is necessarily slightly different 
ecause our resolution will be high enough that stellar particles no
onger represent clusters massive enough that we expect them to 
ample the full initial mass function (IMF). This matters because it
MNRAS 521, 5604–5615 (2023) 
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Figure 1. Face-on gas surface density map of the last snapshot ( t = 

0.721 Gyr) of the mid-resolution run. The seven white circles, each of radius 
0.3 kpc, are the high OH luminosity regions we select for the highest resolution 
simulation stage. 
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eans that we cannot compute stellar feedback simply by integrating
 v er the IMF. Instead, for each stellar particle, we stochastically draw
ts stellar population from a Chabrier IMF (Chabrier 2005 ) through
he stellar population synthesis code SLUG (da Silva, Fumagalli &
rumholz 2012 ; Krumholz et al. 2015 ), following the approach to
sing SLUG as a sub-grid model described by Fujimoto, Krumholz &
achibana ( 2018 ) and Armillotta et al. ( 2019 ). We compute stellar
volution using the P ado va stellar tracks (Bressan et al. 2012 ), and
erive stars’ ionizing luminosities from their masses and ages using
he ‘ STARBURST 99’ spectral synthesis method (Leitherer et al. 1999 ).

e determine which stars end their lives as Type II supernovae,
nd the stellar ages at which those supernovae occur, using the
abulated results of Sukhbold et al. ( 2016 ). Our numerical treatment
f ionization and supernova feedback is identical to that of WK22 ;
ur method in this paper differs only in how we determine the ionizing
uminosity, number, and timing of supernovae produced by a given
tellar particle. 

.2 Zoom-in method 

he original WK22 simulation follows a Milky Way-like galaxy
t a mass resolution � M = 859.3 M �, insufficient to resolve the
mall, dense regions from which the OH lines used in Zeeman effect
easurements arise. In order to capture these regions, we carry out

wo additional simulation stages to zoom into molecular clouds from
he galactic scale. For the first stage, we use the t = 0.6 Gyr snapshot
n WK22 ’s MHD simulation as our initial condition. We choose
his snapshot because both the mass-weighted mean magnetic field
trength (6 μG) and total SFR (2 M � yr −1 ) are stable and close to the
alues observed for the present-day Milky Way. WK22 explore the
roperties of the simulated galaxy at this time in detail, so we will
ot discuss them further here. 
As a first step towards increasing the resolution, at this point we

witch the feedback prescription o v er to the SLUG -based method
escribed in Section 2.1 and continue the simulation at the same
esolution for another 0.1 Gyr. During this time the SFR undergoes
 transient increase, since no supernovae occur for ≈4 Myr after the
hange in feedback prescription, but thereafter the SFR stabilizes
t around 3 M � yr −1 for the last 0.05 Gyr. Once the simulation
eaches 0.7 Gyr of evolution, our next zoom-in step is that we replace
ach gas particle with 10 smaller particles, which are randomly
istributed around the centre of mass of their parent particle with
 distance of 0.2 times the parental smoothing length. All other
hysical parameters remain the same during the split, except that the
article mass is divided by 10, and the smoothing length is divided
y 10 1/3 . In this way we increase the mean gaseous mass resolution
o ≈90 M �. During this stage we also increase ρcrit to 10 4 m H / cm 

3 ,
hich is approximately the Jeans density at the mass resolution we
ill reach during the next zoom-in stage; we use this value rather

han the Jeans density during this simulation stage to ensure that
here are no transients after we zoom in again. We continue this mid-
esolution run for another 21 Myr, to t = 0.721 Gyr. We show the
ace-on gas surface density � gas at this time in Fig. 1 . 

In order to select regions for further zoom-in, we use the chemistry
ost-analysis code DESPOTIC to derive the OH 1665 and 1667 MHz
mission line luminosities of each gas particle; we provide details of
ur method for doing so in Section 3.1 . For each gas particle we first
etermine its total luminosity L OH as the sum of these two lines, then
andomly select seven particles with L OH > (2/3)max ( L OH ), where
he maximum is computed o v er all gas particles. We then draw a
phere with a radius of 0.3 kpc around each selected particle; we
how these regions as white circles in Fig. 1 . We choose this radius
NRAS 521, 5604–5615 (2023) 
o be close to the gaseous disc scale height 0.34 kpc. The free-fall
imes of the seven spheres range from 1.2 to 21 Myr, with a median
alue of 3.8 Myr. Therefore, simulating the last 10 Myr of these
egions will be sufficient to reconstruct their formation history. 

We record the particle IDs of all gas particles within the seven
pheres, then find them in an earlier simulation snapshot 10 Myr
efore the one shown in Fig. 1 ( t = 0.711 Gyr). Using the method
escribed abo v e, we split these g as particles into 10 ag ain, reaching a
ass resolution of 8.9 M �; the corresponding Jeans length is ≈0.4 pc,
hich we can use as an estimate of the spatial resolution in the dense

egions. We then re-simulate the last 10 Myr ( t = 0.711–0.721 Gyr),
o that the regions we will use in our final analysis have all been
imulated for ≈1 free-fall time at our highest resolution. We refer to
his final stage as the high-resolution run. 

To check if the simulation result is consistent after splitting
elected gas particles, we compare the face-on surface density maps
f the mid- and high-resolution runs at t = 0.721 Gyr for one example
egion in Fig. 2 . We see that, as expected, the large-scale density
tructure is the same, but that the higher resolution case shows more
tructure at high � gas . 

To derive some basic physical parameters on the molecular cloud
cale ( ∼100 pc), we draw (100 pc) 3 cubes around the densest particle
or each group of split particles in the last high-resolution snapshot.
his size is close to the typical size of the largest molecular cloud
omple x es (Krumholz 2014b ). In Table 1 , we tabulate the total mass
n the form of H I , M HI , total mass in H 2 , M H 2 , volume-weighted
ean hydrogen number density, n̄ H , and volume-weighted and mass-
eighted mean magnetic field strengths, B̄ V and B̄ M 

, in each of these
even cubes at t = 0.721 Gyr. We explain how we derive M HI and
 H 2 in Section 3.1 . 

 SYNTHETI C  OBSERVATI ONS  

o study the mechanism behind the observed mass-to-flux ratio
ransition, we need to produce synthetic observations using methods
hat match real observational methods as closely as possible. This
rocess consists of three main steps: (1) determine the chemical state
f each gas particle, and its absorption and emission coefficients in
he H I and Zeeman-sensitive OH lines, respectively; (2) solve the
quation of radiative transfer to obtain synthetic spectra; (3) produce

art/stad931_f1.eps
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Figure 2. Face-on gas surface density maps of cloud 4 in the mid-resolution 
(top panel) and high-resolution (bottom panel) simulations at time t = 

0.721 Gyr. 
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Table 1. Physical parameters derived from (100 pc) 3 cubes drawn around 
the centres of mass of the high-resolution regions at simulation time t = 

0.721 Gyr. M HI and M H 2 are the total mass in the form of H I and H 2 , 
respectively. n̄ H is volume-weighted mean hydrogen number density. B̄ V 

and B̄ M 

refer to volume-weighted and mass-weighted mean magnetic field 
strength, respectively. 

Cloud M HI M H 2 n̄ H B̄ V B̄ M 

(10 5 M �) (10 5 M �) (cm 

−3 ) ( μG) ( μG) 

1 0.35 0.23 5.0 2.7 5.1 
2 0.26 0.54 5.8 1.4 4.9 
3 0.35 0.72 6.6 1.2 9.9 
4 0.55 0.75 8.3 1.2 7.9 
5 1.1 1.4 16 15 22 
6 1.0 3.0 20 7.2 20 
7 1.6 10 53 17 48 
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1 Note that the temperature returned by the DESPOTIC calculation does not 
match the temperature found by GIZMO because the GIZMO calculation does 
not include molecular cooling, while DESPOTIC does; thus DESPOTIC generally 
yields lower temperatures in dense, molecular regions. This difference is 
unimportant for the dynamics, because in such cold regions thermal pressure 
is generally an unimportant force, but it matters a great deal for the excitation 
and radiative transfer calculations. 
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ynthetic emission maps and B-field maps from the spectra, using the 
ame techniques used to analyse observed spectra. We now proceed 
o describe these steps in detail. 

.1 Chemistry and excitation calculation 

ince our simulation does not include molecular chemistry, and even 
imulations that do include chemistry (e.g. Glo v er et al. 2010 ) do
ot self-consistently compute non-LTE excitation (which is critical 
or the OH emission), we post-process our simulations using the 
ESPOTIC astrochemistry and radiative transfer code (Krumholz 
014a ). DESPOTIC derives the equilibrium excitation, thermal, and 
hemical states of clouds from their elemental abundances (assumed 
o be Solar for this work), radiation field environment, and physical 
roperties. The thermal equilibrium calculation includes cosmic ray 
eating, molecule line cooling, the grain photoelectric effect, and 
ollisional energy exchange between gas and dust, while the chemical 
quilibrium calculation adopts the H-C-O chemical network by 
ong, Ostriker & Wolfire ( 2017 ). The excitation calculation, which 

lso determines optical depths for line cooling, uses the large velocity 
radient approximation. We refer the readers to Krumholz ( 2014a ) 
or more details on DESPOTIC . 

We perform the chemistry post-analysis following the methodol- 
gy of Armillotta, Krumholz & Di Teodoro ( 2020 ). The first step
s to generate tabulations of the H I and H 2 mass fractions, X HI and
 H 2 , the OH transition line luminosities at 1665 and 1667 MHz,
 OH, 1665 and L OH, 1667 , and the gas temperature 1 T , as a function
f local velocity gradient, d v /d r , hydrogen number density, n H , and
ydrogen column density, N H ; note that n H and N H are the number of
ydrogen nuclei per unit volume and per unit area, so these quantities
re invariant under different chemical compositions. Since all seven 
louds are on spiral arms away from the galactic centre, we assume
he interstellar radiation field (ISRF) strength to be χ = 1 G 0 , where
 G 0 corresponds to the solar neighbourhood ISRF strength (Draine 
978 ). We set the primary cosmic ray ionization rate to a Solar
eighbourhood-like value ζ = 10 −16 s −1 . We run DESPOTIC on a
rid of models co v ering the parameter range n H = 10 −2 –10 6 cm 

−3 ,
 H = 10 19 –10 25 cm 

−2 , and d v/ d r = 10 −3 –10 2 km s −1 pc 1 . The final
rid is 21 × 16 × 15 points in size in ( n H , N H , d v /d r ) space, and is
niformly spaced in logarithm. We have verified by visual inspection 
hat quantities of interest vary smoothly o v er our grid, so interpolation
rrors are small. 

The second step is to assign values of X HI , X H 2 , L OH, 1665 , L OH, 1667 ,
nd T to each gas particle in the simulations by performing trilinear
nterpolation in the variables d v /d r , n H , and N H . We compute the
ydrogen number density for each particle as 

 H = 

X H ρg 

m H 
, (5) 

here X H = 0.71 is the mass fraction of hydrogen assuming Solar
etallicity, ρg is the local gas density, and m H = 1.67 × 10 −24 g is

he mass of the hydrogen nucleus. For N H , we adopt the definition in
afranek-Shrader et al. ( 2017 ) as 

 H = n H L shield , (6) 

here L shield , named as shielding length, represents the approximate 
ength that should be used in estimating the column density of
aterial that shields the g as ag ainst the dissociating ISRF. Safranek-
hrader et al. ( 2017 ) show that the local approximation to the
hielding length that most closely reproduces the results of detailed 
ay-tracing radiative transfer calculations is to set L shield to the local
MNRAS 521, 5604–5615 (2023) 
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M

Figure 3. Gas properties along a 100 pc ray through the point of the lowest 
gas temperature for cloud 4; the ray is parallel to the x -axis shown in Fig. 2 . 
Top panel: number density of H nuclei n H in the form of H I (pink) and 
H 2 (orange), together with local gas temperature T (blue). Bottom panel: 
frequenc y- and angle-inte grated emissivity j OH, 1665 (green line) and j OH, 1667 

(red line) in the OH 18 cm lines, and line-of-sight velocity V LOS (black line). 
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eans length L J , with the Jeans length computed using the smaller
f the local gas temperature and T = 40 K. Finally, we calculate the
elocity gradient as 

d v 

d r 
= ‖∇ × v ‖ , (7) 

here v is the local gas velocity. Our grid covers the full range
f gas particle properties in the high-resolution simulations, so
xtrapolation off the grid is not necessary. 

To illustrate the outcome of our interpolation procedure, in Fig. 3
e plot the distribution of gas properties along a 100 pc ray through

he minimum of gas temperature in cloud 4. This ray is along the
 -axis as shown in Fig. 2 , and we set its coordinates in the transverse
irection. In Fig. 3 , we sample the ray at 200 positions spaced at
ntervals of � L = 0.5 pc. We compute the properties shown at each
ampling point as a sum o v er nearby gas particles, weighted by their
moothing kernels following the GIZMO kernel weighting scheme
escribed by Hopkins ( 2015 ). The upper panel shows the H I number
ensity n HI (pink), twice the H 2 number density 2 n H (orange), and
NRAS 521, 5604–5615 (2023) 

2 
he gas temperature T (blue), while the bottom panel shows the
ngle-av eraged, frequenc y-inte grated emissivity in the OH 18 cm
ines j OH, 1665 (green) and j OH, 1667 (red), together with line-of-sight
elocity V LOS (black), where we take the LOS direction to be along
he ray. In these plots there is a clear transition from H I to H 2 in the
entral cold region, and we see that OH emission is confined to this
egion. 

.2 Radiati v e transfer 

ur next step is to compute observable spectra. For OH this is
traightforward, since Zeeman measurements are made using OH
ines seen in emission, and observations indicate that the OH
ines used are invariably optically thin. Thus we can compute the
H intensity as a function of velocity simply by integrating the

missivities returned by the DESPOTIC calculation along the LOS. In
ractice, we do this by interpolating the particle data on to a 200 3 cube
ith a � L = 0.5 pc voxel size centred on the densest particle; at each
oxel we compute the OH emissivities in the 1665 and 1667 MHz
ines by interpolating the particle data as described in Section 3.1
nd used to construct Fig. 3 . We now consider LOSs through each
ixel on the face of the cube in the x and y directions, i.e. the two
irections that lie within the galactic plane; thus we have a total of
 × 200 2 pixels for each of our seven clouds. For each pixel, we
etermine its mass-weighted mean line-of-sight velocity V̄ LOS , and
onsider a grid of velocities over a range V̄ LOS ± 10 km s −1 with
.1 km s −1 resolution. We then integrate the intensity in each pixel
nd at each velocity to produce our final OH spectra. 

The situation for H I is more complex, because H I Zeeman mea-
urements are generally made using absorption against background
adio continuum sources (e.g. Heiles & Troland 2004 ), and compar-
ng the on-source absorption profile against an off-source emission
rofile. We therefore require a full radiative transfer calculation for
 I . Our first step in this calculation is to interpolate the particle data
n to a regular cube exactly as for OH; at each pixel we have the H I

nd H 2 number densities n HI and n H 2 , along with the gas temperature
 , gas velocity v , and the local sound speed c s = 

√ 

k B T /m H . Then
e compute the H I emissivity j ν and attenuation coefficient κν as 

 ν = 

3 

16 π
A ul E ul n HI φν (8) 

ν = 

3 A ul hcλul n HI 

32 πk B T 
φν, (9) 

here λul = 21.12 cm is the transition rest wavelength, E ul =
.87 × 10 −6 eV is the transition energy, A ul = 2 . 88 × 10 −15 s −1 

s the Einstein coefficient, and φν is the line shape function, given
y 

ν = 

λul √ 

2 πc s 
e −( V c −V LOS ) 2 /c 2 s , (10) 

here V c is the channel velocity and V LOS is the component of the
as velocity v parallel to the LOS. 

To produce absorption spectra against background radio sources,
e assume that H I emission is negligible, and add up the optical
epth along each LOS and for each velocity channel as 

ν = 

∑ 

i 

κν,i �L, (11) 

here i denotes the pixel number, increasing from i = 1 for the
arthest pixel to i = 200 for the nearest one. To produce the
orresponding H I emission spectra for an off-source observation,
e solve the radiation transfer equation along the same lines of sight

art/stad931_f3.eps


Sub-critical illusion 5609 

Figure 4. Top panel: the synthetic H I emission spectrum (off-source) 
corresponding to the LOS illustrated in Fig. 3 . T B is the brightness temperature 
corresponding to the observed intensity, and � V LOS is the difference between 
the velocity channel and the mass-weighted mean V̄ LOS of the whole LOS. The 
velocity resolution is 0.1 km s −1 . Bottom panel: absorption depth from the 
same LOS assuming the presence of a background radio continuum emitter 
(on-source). The blue line is the observed absorption fraction e −τobs , while 
the red dash lines show a decomposition of the absorption spectrum into 
Gaussian components. 
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Figure 5. Maps from the x -axis projection of the (100 pc) 3 cube extracted 
around the densest gas particle in cloud 4. Top panel: total column density 
of hydrogen nuclei N H . Middle panel: H I emission line v elocity-inte grated 
intensity I HI . Bottom panel: total intensity I OH in the OH 1665 and 1667 MHz 
lines; the quantity we plot is the average of the two lines. 
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y iteratively evaluating 

 HI ,ν,i+ 1 = e −κν,i �L I HI ,ν,i + j ν, i �L, (12) 

or each velocity channel, where i again runs for 1 to 200. Our final
mission spectrum is the intensity I HI that emerges from the last
ixel. 
In Fig. 4 , we show an example result of applying this procedure to

he LOS shown in Fig. 3 ; in the figure we plot the brightness temper-
ture T B = λ2 

ul I HI / (2 k B ) (top) and absorption fraction e −τ (bottom)
s functions of the channel relative velocity �V LOS ≡ V c − V̄ LOS . 

.3 Emission and B-field maps 

fter solving equation ( 12 ) for all LOSs, we can integrate the derived
mission spectra o v er v elocity to produce two maps of total H I 21 cm
ine intensity, I H I , normal to x - and y -axis, respectively. We similarly
roduce maps of OH v elocity-inte grated intensity, I OH , av eraging the
ntensities of the 1665 and 1667 MHz lines. We compare the resulting
 I and OH total intensity maps to the true column density map for

loud 4 (as shown in Fig. 2 ) in Fig. 5 ; the true column density N H 

e show is integrated over the same 100-pc lines of sight used for
he simulated emission maps. The three maps do not perfectly mimic 
ach other. The N H and I HI maps differ because low N H regions
an be ionized and high N H regions can be optically thick and can
e dominated by H 2 , all of which decrease the observed intensity.
he OH map strongly picks out only the densest region, and due to
arying excitation the OH intensity distribution does not perfectly 
MNRAS 521, 5604–5615 (2023) 
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panel: magnetic field inferred from synthetic OH Zeeman observations, B OH . 
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I OH, max /100. Also note that the colourbar range differs in the two panels. 
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irror the total density distribution even in regions where there is
trong OH emission. 2 

Our final task is to derive magnetic field measurements from the
ynthetic spectra. We do so using three of the Zeeman techniques
escribed in Section 1 : OH emission, H I absorption against a
ackground radio source, and H I narrow self-absorption (HINSA). 
When one uses OH emission lines to measure the magnetic

eld strength through the Zeeman effect, the emission regions that
ontribute more photons to the observer will contribute more to the
easured B -field strength. Since the lines are optically thin and

ingle-peaked, the contribution is simply linear in the emission.
herefore, we approximate the magnetic field that would be inferred

rom the OH lines as simply the L OH -weighted mean LOS magnetic
eld for both OH 18 cm lines. We then take the average of these two
alues as the final result B OH . In Fig. 6 , we compare the true, volume-
eighed mean LOS magnetic field for cloud 4 projected along the
 -axis with maps generated from synthetic OH observations. For
 OH we show only pixels where I OH > I OH, max /100 as a rough
roxy for where the OH lines would be bright enough to be
etectable. 
We next consider H I absorption against a background radio

ontinuum source, which is somewhat more complex since each H I

bsorption spectrum typically contains several cold neutral medium
omponents with different V LOS . To make separate measurements
or each component, following the approach of Heiles & Troland
 2004 ), we perform least-squares fits of at most five Gaussians to
he absorption spectrum. The optical depth of a single-component
comp, ν is 

comp ,ν = 

τnorm √ 

2 πσ 2 
v 

e −( V c −V comp ) 2 / (2 σ 2 
v ) , (13) 

here τ norm 

, σ v and V comp are parameters to be fit. We show the
xample of such a multicomponent Gaussians as red dash lines in
he bottom panel of Fig. 4 . Due to computational resource limitations,
e do not perform this decomposition for all of our 5.6 × 10 5 spectra;

nstead, for each projection map we decompose 1000 randomly
elected LOSs, chosen out of the set with N HI ∈ (10 19 , 10 21.5 ) cm 

−2 ,
he same column density range observed in Heiles & Troland ( 2004 ).

Once we have decomposed the H I spectra, we next compute the
ynthetic Zeeman-inferred magnetic field for each. This requires
ome subtlety, because components in velocity space do not neces-
arily map on to real structures in physical space, as is implicitly
ssumed by the decomposition procedure used by Heiles & Troland
 2004 ) and others. In such situations, the marginal contribution of the
agnetic field in a particular fluid element in space to the magnetic
eld inferred for a particular Gaussian component will depend to
ome extent on the details of the decomposition and fitting procedure.
o we v er, generically we e xpect that the contribution of a particular
oxel to the magnetic field inferred for a particular component to
cale with both the total amount of absorption it contributes and
ith its marginal contribution to that particular component. We there
efine a weight w i for each voxel i ’s contribution to a particular
NRAS 521, 5604–5615 (2023) 

 Careful readers may note that the OH intensity I OH shown in the bottom 

anel of Fig. 5 can be slightly ne gativ e. This is a real effect, which occurs 
ecause differential selection rules for the upper and lower hyperfine states of 
he OH 1665 and 1667 MHz lines can drive the excitation temperatures below 

he CMB temperature, so the line is seen in absorption against the CMB. As 
 result the total intensity of the line, after subtracting off the CMB, can be 
lightly ne gativ e along some lines of sight. 
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omponent of central velocity V comp and dispersion σ v as 

 i = e −( V LOS , i −V comp ) 2 / (2 σ 2 
v ) 
∫ 

k ν,i d ν, (14) 

nd the resulting synthetic B -field measurement for one Gaussian
omponent as 

 HI , comp = 

∑ 

i w i B LOS , i ∑ 

i w i 

. (15) 

e only perform the calculations abo v e for Gaussian components
ith σ v < 2 km s −1 , to make sure that most of the component lies
ithin the spectral range we hav e e xtracted. From all selected LOSs
e find 30 853 components and derive B HI, comp values for them. 
Our final task is to make synthetic HINSA magnetic field mea-

urements. Since HINSA only occurs where there is cold H I ( T �
00 K), we first project only cold H I into column density maps, then
nd the pixel with the highest column density, and determine the
 -field in the cold H I B HI, cold from the 100-pc long LOS projected
n to this pixel. From Fig. 3 we can see that the cold H I region has
early constant V LOS , thus we can assume the Doppler profile shape
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Figure 7. Magnetic field strengths inferred from synthetic Zeeman effect 
observations using H I absorption against background radio sources (blue 
band), OH emission (yellow band), and H I narrow self-absorption (red 
points), as a function of inferred column density. For the yellow and blue 
bands, lines with points show 50th percentile values of the | B LOS | in bins 
of column density 0.25 dex wide, while the band edges illustrate the 16th 
to 84th percentile range. The grey points show real observations, from the 
compilation of Crutcher ( 2012 ). The green dashed line represents μB = 

1 (equation 20 ). Measurements below this line correspond to supercritical 
conditions, while those abo v e are sub-critical. 
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s constant for the whole cold H I region, and determine B HI, cold as 

 HI , cold = 

∑ 

i , cold B LOS , i 

∫ 
k ν,i d ν∑ 

i , cold 

∫ 
k ν,i d ν

, (16) 

here 
∑ 

i, cold means summation o v er pix els with T ≤ 100 K. After
wo projections per cube, we have 14 B HI, cold results. Note that we
ake only one measurement towards each cloud in order to mimic the 

pproach of the published HINSA measurement (Ching et al. 2022 ), 
hich is typically conducted along the LOS through the HINSA 

aximum. 
It is clear that the B-field strength and morphology highlighted 

y OH concretely differ from the mean B-field o v er the 100-pc-long
OS, indicating a possible inconsistency between the observed mass- 

o-flux ratio and the real o v erall magnetic-gravity energy relation. 
ince for each LOS we make several B HI measurements from the 
tted Gaussian components, individually, and the selected LOSs do 
ot co v er the whole (100 pc) 2 area, we cannot show a B HI map similar
o Fig. 6 . 

 RESULTS  

n this section, we first reproduce the observed B –N relation with
ynthetic observations in Section 4.1 , then explore how well this
elation captures the true ratio of gravitational to magnetic energy 
rom the full 3D simulation data in Section 4.2 . 

.1 Magnetic field versus column density 

fter making the synthetic observations, we can now compare 
agnetic field to column density following Crutcher ( 2012 ), and 

ook for the magnetic criticality transition. The pixel size is 0.5 pc in
oth Fig. 5 and Fig. 6 , which is close to the 3 arcmin beam width of the
recibo telescope when applied to a cloud at a distance of ∼300 pc.
herefore, we simply treat each pixel in the OH emission map as a
ynthetic beam, and directly take OH-inferred magnetic field values 
 OH from the pixel values derived in Section 3.1 . We similarly derive

he corresponding column density from the emission intensity maps. 
ssuming the gas is optically thin (as is assumed in observations), 
e convert OH intensity into hydrogen column density as 

 H , OH = 

aλ3 I OH 

2 k B 
, (17) 

here λ is the emission line wavelength, I OH is the velocity-integrated 
ntensity, and a is an empirical constant. For the two OH 18 cm lines,
e have a = 2.12 × 10 22 cm 

−2 /(K km s −1 ) for the 1665 MHz line
nd a = 1.18 × 10 22 cm 

−2 /(K km s −1 ) for the 1667 MHz line,
espectively (Troland & Crutcher 2008 ). 

We again follow observational procedure in deriving the column 
ensity related to the H I absorption in each Gaussian component. 
or an isothermal cloud, the H I column density is related to the
 elocity-inte grated optical depth by (e.g. Draine 2011 ) 

 HI = 

(
1 . 82 × 10 18 cm 

−2 

K km s −1 

)
T s , comp 

∫ 
τcomp ,ν d V , (18) 

here T s, comp is the spin temperature, and the integral is over the
elocity range of the absorption spectrum. With the combination of 
he off-source emission spectrum T B and the on-source absorption 
pectrum τ , we can determine T s, comp as 

 s , comp = 

T B , peak 

1 − exp( −τν, peak ) 
, (19) 
here the subscript peak indicates values measured at the centre 
f the Gaussian component where the line-of-sight velocity V LOS 

 V comp . This gives column densities for the H I absorption against
ackground radio source measurements. 
Finally, since we did not produce synthetic spectra for the HINSA

bservations, we simply take the hydrogen column density in the 
orm of H 2 as N H, cold ; the approach matches that used in Ching
t al. ( 2022 ), though in their case they derive the H 2 column from
n independent estimate. In our case we take the H 2 column directly
rom the simulation data. 

For consistent comparison with Crutcher ( 2012 ), we select 
 I synthetic beams with a converted column density N HI ∈

10 19 , 10 21 ) cm 

−2 , and OH synthetic beams with a converted column
ensity N H , OH > 10 21 . 5 cm 

−2 . In Fig. 7 , we show the median and 16th
o 84th percentile range of measured magnetic field strength from 

ynthetic H I absorption and OH measurements in bins of column
ensity 0.25 dex wide; the blue band shows the former, the yellow
and shows the latter. We also plot the 14 HINSA measurements
owards the densest point in each synthetic map as individual red
oints. The dashed green line shows the sub-/supercritical transition, 
efined by 

∣∣B LOS , crit 

∣∣ = 3 π

√ 

G 

5 
μm H N H , (20) 

here μ = 1.4 is the mean mass per H nucleon for gas with the usual
omposition of ≈ 75 per cent H and ≈ 25 per cent He by mass. 
inally, we show the observations compiled by Crutcher ( 2012 ) as
rey dots with error bars for comparison. 
The primary point to take from Fig. 7 is that our synthetic obser-

ations do an excellent job of reproducing the real observations. The
edian LOS field strength is ∼1 μG for H I observations, and rises

o ∼10 μG for OH observations. We can also see a clear transition
n magnetic criticality at column densities N H ∈ (10 21 , 10 22 ) cm 

−2 ,
uch that the majority of the H I absorption measurements indicate
ub-criticality, while the OH measurements are almost e xclusiv ely 
MNRAS 521, 5604–5615 (2023) 
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M

Figure 8. Ratios of gravitational energy E g to magnetic energy E B measured 
in spheres with different radii r , centred on the densest point in each sample 
cloud. 
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n the supercritical region. Again consistent with the result of Ching
t al. ( 2022 ), most HINSA synthetic observations also lie in the
upercritical region. 

.2 Gravitational versus magnetic energy 

lthough the synthetic Zeeman effect measurements agree with
re vious observ ational works, these may not re veal the true rela-
ion between gravitational energy E g and magnetic energy E B . To
nvestigate these, we compute the total gravitational potential and
agnetic energies within some volume of interest V as 

 g = −1 

2 

∑ 

p 

∑ 

q ,q �= p 

GM p M q 

r pq 

, (21) 

 B = 

∫ 
V 

B 

2 

8 π
d V . (22) 

n the equations abo v e, G is the gravitational constant, p and q are
ndices that run o v er all the GIZMO particles within V , M p and M q 

re the particle masses, r pq is the distance between particle p and
article q , and B is the local total magnetic field strength. We e v aluate
hese energies as a function of size scale by identifying the densest
as particle in each of our seven sample clouds, then drawing four
pheres with radii r = 10, 25, 50, and 100 pc. We choose these size
cales to span the atomic-to-molecular transition that is, based on the
bservational diagnostics, closely related to the sub-/supercritical
ransition: for all seven samples, the H 2 mass fraction is ≈0.9 for r <
0 pc, but drops to around 0.3 for 90 pc < r < 100 pc, indicating that
ur sample regions span from the molecular core to the cloud edge.
he 50 pc sphere is also close in size to the 100 pc region on to which
e interpolate on to a grid when computing the synthetic Zeeman

ffect, though we will see below that the synthetic observations are
ctually sensitive to considerably smaller scales than this. 

In Fig. 8 , we plot the E g / E B versus sphere radius for all seven
louds. It is clear that E g / E B > 1 for all clouds on most scales.
he only exception is cloud 1, which has E g / E B ≈ 0.6 on r = 25
nd 50 pc scales, which may be related to the fact that it has the
mallest total mass in our sample; ho we ver, e ven these sub-critical
egions are embedded within a larger 100 pc-scale supercritical one.
herefore, from the 3D information, we conclude that all seven
louds are already supercritical on scales where the H I synthetic
bservations seem to indicate that they are sub-critical. Using the full
NRAS 521, 5604–5615 (2023) 
D information, we find no transition from a sub- to a supercritical
tate across the H I – H 2 transition. This suggests that the observed
ransition in magnetic criticality across the column density is most
ikely a result of inconsistency between 2D projected observations
nd real 3D structures. We explore the nature of this mismatch in the
ext section. 

 DI SCUSSI ON  

e have seen that, although both actual Zeeman measurements and
ur synthetic versions of them indicate the existence of a transition
etween sub- and supercritical states as material transitions from
 I to H 2 , no such transition is actually found in our simulations;

nstead, even on 100 pc scales around giant molecular clouds
here the mass is predominantly atomic, clouds are supercritical.
ur goal in this discussion is to understand why the H I Zeeman
bservations seem to indicate the presence of a sub-critical state
here none actually exists. We find that this sub-critical illusion
as two contributing factors. First, in pre vious observ ational work,
he column density N associated with a particular H I Zeeman

easurement is directly converted from the observed absorption line
epth, which measures only H I material, and misses other chemical
tates of gas. Second, Zeeman effect measurements only provide
nformation on the magnetic field in regions of strong absorption (or
mission for OH), and such regions may not be representative of the
rue magnetic field strength, leading to a biased estimate of E g / E B . 

Starting with the first of these factors, to study how accurate the N HI 

ynthetic measurement is, we compare it with results directly derived
rom the simulation data. For each Gaussian component for which
e make a synthetic Zeeman measurement, we first find the related
OS, then compute the density n HI at positions along that LOS where

he LOS gas velocity V LOS lies in the range V comp ± σv, comp , i.e. we
nd all the fluid elements whose velocities lie within one standard
eviation of the central velocity of each component. We then compute
he column density N HI , 1 σv of these fluid elements. We then define
he intrinsic H I column density related to the Gaussian component as
 HI , sim 

= N HI , 1 σv / 0 . 683, where 0.683 is the fraction of the mass that
ies within ±1 σ of the centre for a Gaussian distribution. We also use
n identical procedure to derive the total hydrogen column density
 H, sim 

by projecting the total density of H nuclei n H ; N H, sim 

differs
rom N HI, sim 

in that the former includes all h ydrogen reg ardless of
ts chemical state, while the latter includes only hydrogen that is
hemically in the form of H I . 

We can compare these true column densities to the columns
 HI derived from the 21 cm spectra using observational methods,
s described in Section 4.1 , equations ( 15 ) and ( 19 ). The ratios
 N HI / N HI, sim 

) and ( N HI / N H, sim 

) then tell us how far the observational
easurements lie from the H I mass and the total mass. In Fig. 9 ,
e plot the 16th, 50th, and 84th percentiles of ( N HI / N HI, sim 

) and
 N HI / N H, sim 

), binning the data by observationally estimated column
ensity N HI in the same pattern as in Fig. 7 . From the figure we can
ee that the observational procedure reco v ers about ∼ 40 per cent of
 I mass, but only ∼ 10 per cent of the total mass. The reason is that
ost mass along the LOS is in the form of H 2 and ionized hydrogen.

n retrospect this result is not surprising: observational probes of H I

round molecular clouds do not represent a randomly selected sample
f lines of sight through the ISM. Instead, they are probing regions
here it is reasonable to believe that dark gas composed mostly of H 2 

ight exist. This result shows that observationally inferred mass-to-
ux ratios likely suffer from underestimates of N HI due to chemical
omposition variations. 
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Figure 9. The blue band shows the ratio of inferred to true H I column 
density, ( N HI / N HI, sim 

), while the grey band shows the ratio of inferred H I 

column density to true column density of H nuclei in all chemical states, 
( N HI / N H, sim 

). For each band, lines with dots show the 50th percentile values 
in bins of observationally inferred H I column density N HI , while the band 
edges illustrate the 16th and 84th percentiles. 
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Figure 10. Schematic view of regions detected by Zeeman effect observation 
in the H I cloud. The dashed circle labelled as H I A.C. is the H I sub-region 
measured by an absorption component (A.C.) in observation. Note that the 
length-scale of different regions is not strictly proportional. 
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The second factor contributing to the inconsistency between the 
bserved and true levels of magnetic criticality we identify in 
ection 4 is the limited spatial scale of the magnetic field probed
y Zeeman effect measurements. From equation ( 15 ) we learn that
 HI measurements are dominated by regions with large absorption 
oefficients, which may only reveal only a small part of the overall
agnetic field structure. To quantify this effect, we compute an 

f fecti ve length-scale probed by H I absorption measurements as
ollows. For each LOS, we assign the i th sample point on that LOS
 position x i = i � L . We then define the length-scale of H I the B-
eld measurement l HI to be the weighted standard deviation of x i ,
here the weight w i is defined by that sample point’s contribution 

o the synthetic Zeeman measurement, as defined in equation ( 14 ).
uantitatively, we compute l HI as 

 mean = 

∑ 

i w i x i ∑ 

i w i 

, (23) 

 HI = 

[∑ 

i w i ( x i − x mean ) 2 ∑ 

i w i 

]1 / 2 

, (24) 

here the sum runs o v er all the sample points i along a given LOS.
ntuitively, l HI calculated in this way quantifies the length along the 
OS of the region that contributes to a Zeeman measurement; for
niform w i , given our 100 pc sampling region, l HI equals 57.7 pc,
hile the smallest l HI that we can resolve given our sampling, 

orresponding to a case where the region that produces the absorption 
s captured by exactly two sample points that both contribute equally, 
s 0.25 pc. Performing this calculation o v er all LOS’s, we find that
he 16th, 50th, and 84th percentiles of l HI are 4.11 pc, 11.4 pc,
nd 29.3 pc, respectively. Therefore, our synthetic H I observations 
enerally measure magnetic fields in regions of strong H I absorption 
hose characteristic size scale is ∼10 pc. We have performed a 

imilar calculation on OH emission as in equation ( 24 ), but we change
he weight function to L OH , and derive the characteristic size scale of
H Zeeman effect measurement as ∼3 pc. 
To see why selecting H I -dominated regions of this size scale might

roduce a bias, for each (100 pc) 3 cube we identify all sample
oints where at least 75 per cent of hydrogen atoms are in the
orm of H I ; then we randomly select 20 such points that are at
east 10 pc from each other, and draw r = 10 pc spheres around
hem. We determine the E g / E B ratio for these spheres, yielding a
otal of 140 samples – 20 from each of the seven sample clouds. For
hese samples we find a median E g / E B = 0.25, and the ratio is less
han unity for 63 per cent of them. This result indicates that ∼10-
c scale regions of H I -dominated gas are likely to be locally sub-
ritical, which is consistent with the observations of Heiles & Troland 
 2004 ) and others. Ho we ver, this is an illusion created by sampling
nrepresentativ e re gions: when considering the whole cloud from 

hich these H I regions are drawn on 100 pc scales, or when selecting
egions centred on the density maximum rather than maxima of H I

bsorption, we find that the gas is supercritical, as shown in Fig. 8 . 
This analysis leads us to propose a scenario for the relation between 

ravity and magnetic fields in molecular clouds and their neutral 
ydrogen surroundings illustrated in Fig. 10 . For a cloud ∼100 pc
n size, its dense molecular core is supercritical, and is revealed as
uch when it is measured using OH emission lines. Small H I sub-
egions in the cloud outskirts are generally locally sub-critical, in the
ense that their magnetic energy is larger than their gravitational self -
nergy, consistent with the H I absorption observ ations. Ho we ver,
ven for regions that are genuinely sub-critical on ∼10 pc scales,
f we consider the large-scale cloud structure as a whole, the
olecular mass ignored in H I observations can greatly increase the

otal gravitational energy and make the whole cloud supercritical. 
agnetic fields may be able to locally support H I regions against

ra vity, b ut cannot resist gravitational collapse on the large scale.
ne can make a useful analogy here to the competition between

hermal and gravitational energy in the envelope of the Sun – if
ne considers only the outer layers of the Sun, say the outer half in
adius, its thermal energy is far greater than its gravitational binding
nergy. Ho we ver, this is a misleading statistic, because the dominant
ource of gravitational binding for the outer 20 per cent of the Sun
s not its self-energy, but instead the gravitational attraction provided 
MNRAS 521, 5604–5615 (2023) 
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y the remaining 80 per cent of the mass. A measurement that is
nly sensitive to the ratio of thermal to gravitational energy in the
nvelope will completely miss this effect. 

In this view, the apparent transition between sub-critical and
upercritical gas seen in Zeeman measurements, and described in
rutcher ( 2012 ), is a confusion caused by mixing local and cloud–

cale energy relations. Correct reco v ery of the level of magnetic
riticality requires the ability to measure both the magnetic field
nd the true column across a whole molecular cloud. Zeeman
easurements do not provide this ability. 

 C O N C L U S I O N S  

his work aims at understanding the apparent transition in mag-
etic criticality between H I - and H 2 -dominated regions found in
eeman effect observations. Such study requires a combination
f high-resolution simulations of the molecular cloud formation
rocess and synthetic observations that capture the complexities of
eeman measurements in different chemical tracers, following real
bservational procedures as closely as possible. To this end, we
erform the first MHD simulation of molecular cloud formation out
f realistic full-galactic magnetic field structure. Starting from the
ow-resolution galactic simulation, we zoom into seven molecular
louds, then trace and re-simulate their formation history at high
esolution ( ∼0.4 pc). We then post-process the simulations to
erive realistic chemical compositions, gas temperatures, and non-
TE level populations, yielding physically accurate calculations
f emissivities and absorption coefficients in the most commonly
sed Zeeman-sensitive lines. We use these to solve the radiative
ransfer equation along 100-parsec-long lines of sight to produce
ynthetic H I 21 cm line absorption and emission spectra, which
imic the absorption/emission strategy used in real H I Zeeman
easurements, as well as synthetic OH emission and H I narrow self-

bsorption (HINSA) observations. We process these results using the
ame procedures used in observations to produce realistic synthetic
easurements of magnetic field strengths and column densities in

ifferent tracers. 
We find that our synthetic B versus N relations are quantitatively

onsistent with the observed trends summarized by Crutcher ( 2012 ):
olecular clouds appear to be sub-critical in H I observations, and

ecome supercritical in OH observations; the transition of criticality
appens in the hydrogen column density range of N H ∈ [10 21 , 10 22 ]
m 

−2 . HINSA measurements probe this column density regime, and
enerally indicate that clouds are supercritical. 
Such results, ho we ver, may not reveal the real ratio between

ravitational energy and magnetic energy E g / E B . We compare out
ynthetic Zeeman measures to ratios of E g / E B computed directly
rom the 3D simulation data, e v aluated o v er a range of size scales
nd for a sample of different molecular clouds. On scales from 10 to
00 pc we find that the real ratio E g / E B > 1 for most clouds, which
ndicates that gravity dominates o v er magnetic fields. This applies
v en when av eraging o v er size scales large enough that the material
e are probing is largely atomic, indicating that the H I Zeeman
bservations do not accurately reflect the true dynamical state of the
as. 

We identify two main contributors to this inconsistency. First,
olumn densities used in H I Zeeman observations only measures the
ydrogen mass in the neutral atomic form, which underestimates the
rue total column density along lines of sight where the chemical
omposition is not uniformly atomic hydrogen. Second, the regions
robed by H I absorption Zeeman measurements capture density and
agnetic field structure in ∼10 pc-scale regions on the outskirts
NRAS 521, 5604–5615 (2023) 
f molecular clouds. Although these local H I sub-regions may
e sub-critical as observ ed, the y are none the less part of larger
tructures that are still supercritical once we include the gravitational
nfluence of the central dense molecular region. We conclude that
ccurate observational determination of the relative importance of
agnetic fields and gravity in the molecular cloud formation process

equires careful attention to ensure that the observations accurately
apture all the self-gravitating mass, and that the regions captured
y observations are representative of entire clouds, rather than small
ub-regions within them. 
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