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ABSTRACT
We present a pilot library of synthetic NUV, U, B, V, and I photometry of star clusters with stochastically sampled IMFs and
ionized gas for initial masses, Mi = 103, 104, and 105 M�; t = 1, 3, 4, and 8 Myr; Z = 0.014 and Z = 0.002; and log(US) = −2
and −3. We compare the library with predictions from deterministic models and observations of isolated low-mass (<104 M�)
star clusters with co-spatial compact H II regions. The clusters are located in NGC 7793, one of the nearest galaxies observed
as part of the HST LEGUS and Hα-LEGUS surveys. (1) For model magnitudes that only account for the stars: (a) the residual
|deterministic mag - median stochastic mag| can be ≥0.5 mag, even for Mi = 105 M�; and (b) the largest spread in stochastic
magnitudes occurs when Wolf–Rayet stars are present. (2) For Mi = 105 M�: (a) the median stochastic mag with gas can be
>1.0 mag more luminous than the median stochastic magnitude without gas; and (b) nebular emission lines can contribute with
> 50 per cent and > 30 per cent to the total emission in the V and I bands, respectively. (3) Age-dating OB-star clusters via
deterministic tracks in the U-B versus V-I plane is highly uncertain at Z = 0.014 for Mi ∼ 103 M� and Z = 0.002 for Mi ∼
103–105 M�. (4) For low-mass clusters, the V-band extinction derived with stochastic models significantly depends on the value
of log(US). (5) The youngest clusters tend to have higher extinction. (6) The majority of clusters have multi-peaked age PDFs.
(7) Finally, we discuss the importance of characterizing the true variance in the number of stars per mass bin in nature.

Key words: methods: data analysis – stars: luminosity function, mass function – (ISM:) HII regions – galaxies: ISM – galaxies:
stellar content.

1 IN T RO D U C T I O N

1.1 Star clusters and cluster mass function

Star clusters are groupings of stars that are born from the same
molecular cloud and are gravitationally bound. They can contain
anywhere between millions of stars to less than a few hundred
members. Observations of star clusters with < 104 M� exist for
the Milky Way, M31, NGC 4214, and other comparatively nearby
galaxies. In particular, the PHAT survey (Panchromatic Hubble
Andromeda Treasury, PI Dalcanton) covered approximately 1/3 of
M31’s star forming disc from the near ultraviolet (NUV) to the
near-infrared (NIR) at the high spatial resolution of the Hubble
Space Telescope (HST), and provided a robust distance measurement
and high quality data for M31. Studies of the above three galaxies
show that the cluster mass function (CMF) in the range < 104 M�
appears to be similar to the distribution at higher masses, down to the
sensitivity limit, i.e. it is consistent with dN/dM ∼ M−2, where N is
the number of clusters and M is the mass of the cluster (Johnson
et al. 2017; Krumholz, McKee & Bland -Hawthorn 2019). The
shape of the CMF has been confirmed by the studies of Adamo
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et al. (2017), Messa et al. (2018) and Cook et al. (2019) that target
galaxies NGC 628, M51 and the dwarf galaxies from HST’s Legacy
Extra Galactic Ultraviolet Survey (LEGUS; Calzetti et al. 2015),
respectively. In their study of 25 LEGUS galaxies Hannon et al.
2019 (hereafter H19) do not measure the CMF but find more clusters
in the interval 103–104 M� than with > 104 M�.

1.2 Importance of low-mass star clusters

Observations of the small magellanic cloud analysed by Lamb et al.
(2010) seem to suggest that a distribution of the type dN/dM ∼
M−2 describes systems with masses as low as 10 M�. This means
that the mass range between 10 and 1000 M� contains the same
total mass in stars as the range between 1000 and 105 M�. Thus,
one cannot obtain a complete understanding of stellar populations
without studying low-mass (< 104 M�) star clusters. In addition,
studying a statistically significant number of low-mass clusters in a
diversity of environments is necessary in order to understand how
cluster properties depend on their environment.

1.3 The IMF of star clusters

The stellar initial mass function (IMF) describes the stellar mass dis-
tribution of the cluster at birth, when the cluster is still embedded. It is
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Synthetic photometry of OB star clusters 523

a main ingredient of population synthesis models (e.g. Leitherer et al.
1999, 2014; Bruzual & Charlot 2003; Eldridge et al. 2017), which
aim to predict the radiative, mechanical, and chemical feedback of
stellar populations, and are used as input to cosmological simulations
(e.g. Hirschmann et al. 2019). The galaxy-wide IMF, which is the
sum of the IMFs of all star-forming regions belonging to a given
galaxy, may show variations due to metallicity and the star formation
rate (Kroupa et al. 2013, Jeřábková et al. 2018). This implies that
the IMF is not universal under all conditions. However, the IMF is
generally assumed to have a universal form for conditions as they
are found at the present time throughout galaxies of the Local Group
(Salpeter 1955; Chabrier 2003; Kroupa 2012). In addition, several
works consider that the IMF is stochastically sampled (Cerviño &
Luridiana 2003; Fouesneau & Lançon 2010a; Fumagalli, da Silva &
Krumholz 2011; Krumholz et al. 2015a). However work suggest
that star formation is a self-regulated process rather than a purely
stochastic process (see references in Jeřábková et al. 2018). For
star clusters with total initial masses (Mi) of 103, 104, 105, and
10

6
M�, and a stochastically sampled IMF, Fig. 1 shows the mean

and variation in the number of stars in each mass bin. For generating
the figure, we assume a Chabrier (2003) IMF shape and stop adding
stars when the next star makes the total mass be >Mi. Since most stars
have a low mass, the final total mass is rarely much different from
Mi. The stars are collected in 49 bins with boundaries evenly spaced
on a logarithmic scale from 0.1 to 100 M�. The figure shows the
following. (1) The standard deviation around the mean increases as
the mass of the star increases, i.e. as the probability of a star belonging
to the bin decreases. (2) In addition, as the value of Mi decreases the
standard deviation decreases while the relative standard deviation
increases. These two results (1 and 2) are because the number of
stars in each bin follows an approximately binomial distribution1

with a probability given by the IMF. For example, if the IMF says
that the probability in bin ‘j’ is Pj and we generate one realization of
the IMF with N stars, then we expect to find nj = NPj stars in that bin
with a standard deviation of σj = √

NPj (1 − Pj ) stars. The relative
standard deviation nj/σ j decreases as N increases, i.e. as Mi increases.

1.4 The need for improved models

Beyond the Local Group of galaxies, star clusters can only be
resolved into individual stars in comparatively nearby galaxies, and
one requires model spectro-photometry generated with population
synthesis codes to infer the extinction, mass, and age of a star cluster
from its integrated light. Although in general, population synthesis
codes do not account for the stochastic sampling of the IMF, SLUG
(da Silva, Fumagalli & Krumholz 2012) does. The latter code has
been used to study broad-band HST NUV to NIR observations of
large samples of star clusters. Krumholz et al. (2015a) find that the
stochasticSLUGmodels are generally a better fit to such observations
compared to the deterministic Yggdrasil models of Zackrisson
et al. (2011), but that the overall properties of the star clusters
recovered by both codes are qualitatively similar. Ashworth et al.
(2017) find that including Hα photometry in the SLUG stochastic
models significantly improves the age determination of young
clusters. However, in the latter two works, the stochastic models
do not include the effect of the stochastic variation in the shape of
the ionizing continuum, on the nebular emission. As we show in

1For a fixed number of stars the collection of bin counts would follow
a multinomial distribution. Fixing the total mass removes some of the
independence, so a multinomial distribution is only an approximation.

Figure 1. Mean number of stars in each mass bin resulting from stochasti-
cally sampling the Chabrier (2003) IMF (his equation 1) 1000 times (filled
circles), and standard deviation around the mean (error bars). We show this
for clusters with initial masses of 103, 104, 105, and 106 M�, as indicated by
the legend. The horizontal dashed line corresponds to a number of stars equal
to 1.

this work, properly accounting for the emission of the ionized gas is
important when fitting models to observations that include the light
from OB-star clusters and nebular emission, as is the case for compact
H II regions, where the ionized gas is co-spatial with the stars.

1.5 This work

In this work, we present a pilot library of synthetic photometry
of young (1−8 Myr) star clusters that accounts for the stochastic
sampling of the IMF and where the contribution of the ionized gas is
fully modelled. The library includes the HST F275W (UV), F336W
(U), F438W (B), F555W (V), and F814W (I) broad-band filters and
is based on the model GALAXEV-C spectra that are presented in
Vidal-Garcı́a et al. (in preparation). Our specific objectives are: (i)
for clusters with different initial masses, ages, and metallicities, and
for different values of the ionization parameter, to determine the
spread in predicted magnitudes due to a) the stochastic sampling of
the IMF and b) the inclusion of the ionized gas; (ii) to quantify the
relative contributions of the stellar continuum, nebular continuum,
and emission lines to the total emission in the photometric bands;
(iii) to compare the location of the stochastic models relative to
the deterministic predictions in the U − B versus V − I colour–
colour magnitude diagram (this diagram is used for age-dating
clusters); and (iv) for a sample of observed star clusters with (a)
low masses according to deterministic models and (b) compact H II

regions, to obtain the probability distribution functions (PDFs) of
the extinction, mass, and age corresponding to the independent
stochasticGALAXEV-C andSLUG. We use cluster observations from
the HST LEGUS (Calzetti et al. 2015) and Hα-LEGUS (PID 13773;
PI Chandar) surveys. The clusters are located in NGC 7793, which
is one of the nearest galaxies in these surveys.

In Section 2, we present our pilot library; in Section 3, we analyse
the predictions of our pilot-library; in Section 4, we present the
observations; in Section 5, we describe BAYESPHOT (Krumholz
et al. 2015b), which is the photometric interpretation tool that we use
in this paper; in Section 6 , we discuss the derived cluster properties;
in Section 7, we summarize and conclude; in Appendix A, we discuss
what happens if we change the number of realizations of the IMF;
in Appendices B and C we present complementary colour–colour
magnitude diagrams and PDF plots.
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524 R. Orozco-Duarte et al.

Figure 2. How accounting for the stochastic sampling of the IMF and including the contributions of the ionized gas + dust mixed with the ionized gas affects
the magnitude predictions. Each violin diagram includes 220 realizations of the IMF. The left half of the violin represents the models with just stars and the
right half the models that account for stars + ionized gas + dust. We show models for: five LEGUS bands (given by the column titles); initial cluster masses of
Mi = 103, 104, and 105 M� (bottom-blue, middle-red, and top-magenta violins, respectively, as given by the legend); ages of t = 1, 3, 4, and 8 Myr (given by
the x-axis label); and all combinations of metallicity (Z = 0.002 or 0.014) and ionization parameter (log(US) = −2 or −3, as given by the row titles). The shape
of the half violin indicates the frequency of models at a given magnitude. The solid horizontal lines within the half violins give the median of the stochastic
models, while the 25th and 75th quartiles are given by the dashed lines. The squares on each side of the violin give the deterministic magnitude without gas
(square on the left) and with gas (square on the right) at each value of Mi. We number the panels from 1 to 20 for facilitating the discussion in Table 4.

2 MO D E L S

In this Section, we present a pilot library of synthetic HST-equivalent
UV, U, B, V, and I photometry, which accounts for the stochastic
sampling of the IMF and the contribution of the ionized gas.

The specific bands for which photometry was computed are:
WFC3/UVIS F275W, F336W, and F438W; and ACS/WFC F555W
and F814W, where WFC3 is the Wide Field Camera 3, ACS is the
Advanced Camera for Surveys, and UVIS and WFC (Wide Field
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Table 1. For the GALAXEVmodels with Mi = 105 M�, difference in median
stochastic absolute magnitude, M(Z = 0.002)–M(Z = 0.014).

Age F275W F336W F438W F555W F814W
(Myr) M(Z = 0.002)–M(Z = 0.014)

1 0.38 0.40 0.40 0.40 0.39
3 0.42 0.37 0.11 − 0.01 − 0.30
4 0.28 0.00 − 0.77 − 1.19 − 1.80
8 − 0.15 − 0.23 − 0.28 − 0.02 1.29

Table 2. For the GALAXEV and GALAXEV-C models with Mi = 105 M�,
difference in median stochastic absolute magnitude, M(stars) - M(stars + gas).

Age F275W F336W F438W F555W F814W
(Myr) M(stars)–M(stars + gas)

Z = 0.002, log(U) = −2

1 0.68 1.00 1.02 2.61 1.69
3 0.33 0.50 0.37 1.26 0.57
4 0.22 0.29 0.09 0.35 0.06
8 − 0.02 0.03 0.014 0.08 0.12

Z = 0.002, log(U) = −3

1 0.88 1.13 1.11 2.10 1.83
3 0.48 0.62 0.45 0.90 0.65
4 0.35 0.38 0.15 0.22 0.09
8 0.06 0.09 0.06 0.10 0.14

Z = 0.014, log(U) = −2

1 − 0.03 0.35 0.28 1.70 1.23
3 − 0.27 − 0.06 − 0.07 0.22 0.39
4 − 0.27 − 0.08 − 0.09 0.58 0.18
8 − 0.38 − 0.29 − 0.24 − 0.19 − 0.13

Z = 0.014, log(U) = −3

1 0.51 0.86 0.76 1.53 1.77
3 0.11 0.31 0.23 0.37 0.63
4 0.15 0.29 0.21 0.57 0.47
8 − 0.06 − 0.03 − 0.04 − 0.03 − 0.03

Channel) are the channels of the instruments. This is the filter set
that was used for observing the west field of galaxy NGC 7793,
whose star clusters are analysed in Section 5. Our pilot library covers
sufficient parameter space to (i) determine if there is a significant
difference between deterministic models and the median of the
stochastic models; (ii) quantify the impact of the nebular emission in
the filters; and (iii) show the limitations of colour–colour diagrams
for age-dating low-mass star clusters.

2.1 Stars

The star clusters are assumed to be simple stellar populations
(SSPs), i.e. populations where all stars are born simultaneously from
the same molecular cloud. We compute models for four ages (1, 3, 4,
and 8 Myr); three initial cluster masses (103, 104, and 105 M�); and
two metallicities (Z = 0.014 and Z = 0.002). The highest metallicity,
Z = 0.014, is the solar reference value of Asplund et al. (2009) and the
closest metallicity of the star clusters (see Pilyugin, Grebel & Kniazev
2014 and Section 4). However, we also compute models at Z = 0.002
for comparison with the higher metallicity the models. The IMF of the
star clusters is stochastically sampled and assumes a Chabrier (2003)
form and a mass range for the individual stars of 0.1 to 100 M�.
When populating the IMF, we keep adding stars until we reach at
least 0.05 M� above the required mass of the cluster. Since most of
the stars are low mass, typically, our cluster masses are within 0.1 M�
of the target mass. For each combination of the above parameters,

Figure 3. Top-panel: throughputs of the LEGUS filters + WFC3/UVIS
(filled curves) or ACS/WFC (dashed curves) instrument or channel. Middle-
panel: the strongest spectral features that contribute to the different LEGUS
bands according to models that include the contributions of the stars the stars
+ ionized gas + dust mixed with the ionized gas. The stellar spectra used
as input correspond to a cluster of initial mass = 105 M�, Z = 0.014, and
age = 1 Myr. The gas parameters are: Z = 0.014 and log(US) = −3. We use
FWHM = 130 km s−1 for the width of the emission lines, which is the typical
value obtained from VLT MUSE observations of H II regions in the galaxy
under study (NGC 7793, Wofford et al. 2020). Bottom-panel: enlargement of
the middle panel to show the continua from the stars alone (blue curve) and
stars + ionized gas + dust in the ionized gas (black curve).

we generated 220 realizations. This number is set by GALAXEV
(Plat et al. 2019), which is the code that we use to model the stellar
population spectra. In its deterministic version, 220 corresponds to
the maximum number of time-steps and spectra that are generated
in one run. In its stochastic version, the time-steps are replaced
by IMF realizations. In Appendix A, we show that using a larger
library of 1000 realizations does not significantly alter the mean to
standard deviation or the main conclusions of this work. We compute
deterministic models and corresponding stochastic models. In the
deterministic models, the shape of the spectrum remains unchanged
and the luminosity is simply scaled in proportion to the value of Mi,
which effectively assumes that the IMF is fully sampled. The models
were computed with the latest version of the population synthesis
code GALAXEV (Plat et al. 2019; Charlot & Bruzual, in preparation),
which only includes the contribution from the stars. The models
assume that the stars evolve as single stars with zero rotation. These
models are useful for comparing with published results based on the
same assumptions and more comprehensive models that account for
the evolution of massive stars in close binary systems. In the latter
systems the stars exchange mass and rotate.

2.2 Ionized gas

In order to compute the contribution of the gas ionized by the massive
stars, we use the above stellar models as input to photoionization
models generated with CLOUDY (Ferland et al. 2017) and the ap-
proach presented in Vidal-Garcı́a et al. (2017), i.e. we use: spherical
geometry, a covering factor of 1, and a filling factor of 1. The H II

regions are ionization-bounded. The code used for this purpose is
GALAXEV-C (C for Cloudy, Vidal-Garcia et al., in preparation). For
the pilot library, we compute models for the following parameters:
hydrogen number density, n(H) = 100 cm−3; metallicities, Z = 0.002
and Z = 0.014; ionization parameters at the Str’omgren radius (as
defined in Gutkin, Charlot & Bruzual 2016), log(US) = −2 and −3;
and C/O = (C/O)�.
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Figure 4. For the GALAXEV and GALAXEV-C models with Mi = 105 M�, contributions to the total luminosities in the V and I bands of the stellar continuum
(SteCon, magenta background), nebular continuum (NebCon, white background), and strongest emission lines (EmLin, blue background). The cluster age is
given by the y-axis label the log(US) value in the legend, and the metallicity at the top. The horizontal lines indicate contributions of 30 and 50 per cent to the
total luminosity in the band. The panels are numbered from 1 to 16.

Table 3. For the GALAXEV and GALAXEV-C models with Mi = 105 M�, ranges of the contributions to the total luminosities in the V and I bands of the stellar
continuum (SteCon), nebular continuum (NebCon), and the strongest emission lines in the band (EmLin; see Fig. 4).

F555W F814W
Age SteCon NebCon EmLin SteCon NebCon EmLin

Z = 0.002, log(US) = −2

1 0.08−0.10 0.10−0.10 0.80−0.82 0.20−0.25 0.59−0.63 0.16−0.17
3 0.17−0.45 0.05−0.10 0.49−0.74 0.34−0.80 0.15−0.51 0.05−0.15
4 0.53−0.81 0.00−0.05 0.19−0.43 0.85−0.98 0.01−0.11 0.01−0.04
8 0.89−0.93 0.00−0.01 0.06−0.10 0.88−0.94 0.04−0.09 0.02−0.03

Z = 0.002, log(US) = −3

1 0.12−0.16 0.18−0.19 0.66−0.69 0.19−0.23 0.61−0.65 0.15−0.16
3 0.26−0.59 0.10−0.18 0.31−0.56 0.32−0.78 0.18−0.54 0.05−0.13
4 0.66−0.87 0.03−0.09 0.10−0.25 0.83−0.95 0.04−0.14 0.01−0.03
8 0.89−0.94 0.02−0.04 0.04−0.07 0.86−0.92 0.06−0.12 0.01−0.02

Z = 0.014, log(US) = −2

1 0.18−0.23 0.03−0.04 0.74−0.78 0.32−0.38 0.29−0.32 0.33−0.36
3 0.67−0.77 0.04−0.09 0.14−0.28 0.68−0.90 0.01−0.13 0.10−0.19
4 0.36−0.65 0.02−0.08 0.27−0.62 0.69−0.93 0.00−0.14 0.05−0.18
8 0.84−0.85 0.15−0.15 0.01−0.01 0.89−0.89 0.11−0.11 0.00−0.00

Z = 0.014, log(US) = −3

1 0.22−0.27 0.14−0.14 0.59−0.64 0.21−0.25 0.40−0.42 0.35−0.37
3 0.66−0.81 0.05−0.11 0.14−0.24 0.53−0.75 0.15−0.29 0.10−0.18
4 0.42−0.73 0.04−0.07 0.23−0.50 0.50−0.81 0.11−0.27 0.08−0.22
8 0.94−0.95 0.04−0.04 0.01−0.02 0.96−0.97 0.03−0.04 0.00−0.00

2.3 Extinction due to dust

In order to account for the effect of dust mixed with the ionized
gas, we include dust grains in CLOUDY and for consistency deplete
the refractory elements in the ionized gas by using a dust-to-metal

gas ratio of ξ d = 0.3. In order to account for dust in the intervening
neutral medium when deriving the cluster properties, we apply an
extinction law to the CLOUDY output. In the process of finding the
extinction in the V-band, AV, of observed star clusters, we try AV

values in the range 0−3 mag, in steps of 0.01 mag.
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Table 4. Examples of cases where the absolute value of the residual
(deterministic mag – median stochastic mag) is > 0.5 mag. We consider the
GALAXEV and GALAXEV-C models. Column 1 indicates if gas is included
in the models. Columns 2 and 3 give the initial mass and age of the cluster,
respectively (or their ranges). Column 4 gives the IDs of the panels in Fig. 2
where examples can be found. Column 5 says which of the two magnitudes is
the most luminous (Det = deterministic, <Sto> = median stochastic mag).

Gas? Mi Age Panels Most
(M�) (Myr) Luminous

No 1E3 - 1E5 1 none –
No 1E3 - 1E5 3 5 & 10 Det
No 1E4 4 15 & 20 Det
No 1E3 4 4, 5, 9 & 10 Det
No 1E3 8 15 & 20 Det
Yes 1E3 1, 3, 4 12 <Sto>

Yes 1E3 8 4 & 5 Det
Yes 1E4 3 5 & 10 Det

3 A NA LY SIS O F MODELS

For all combinations of photometric band (NUV, U, B, V, and I),
initial mass (103, 104, and 105 M�), metallicity (Z = 0.002 and
0.014), and log(US) value (−2 and −3), Fig. 2 shows the magnitudes
predicted by the deterministic (small squares) and stochastic (violin
plots) predictions. The photomtric bands are those used to observe
field NGC 7793-W (see Section 4). The left-hand side of the violin
corresponds to stars only (GALAXEV output), while the right-hand
side corresponds to stars + ionized gas + dust mixed with the ionized
gas (GALAXEV-C output).

3.1 Models with just stars

In this subsection, we analyse the behaviour of the models that
account for the stochastic sampling of the IMF and the contribution
of the stars alone (left violin halves of Fig. 2).

3.1.1 Mass effect

As the initial cluster mass, Mi, increases from bottom to top in
each panel, the spread in magnitudes decreases. This behaviour is
observed in all LEGUS bands and at all ages and metallicities. This
is because massive stars are significantly more luminous than lower
mass stars. Thus, the presence or absence of massive stars in the
stellar population severely impacts its integrated luminosity.

3.1.2 Age effect

In general, the spread in magnitudes is larger at 3 and 4 Myr than at
1 and 8 Myr, specially for Mi = 103 M�. This is due to the presence
of classical Wolf–Rayet stars at 3 and 4 Myr. These stars, which are
in a phase of helium burning and have lost their hydrogen envelope,
are the evolved descendants of the most massive stars (≥ 25 M�,
depending on metallicity; Massey, Waterhouse & DeGioia-Eastwood
2000). Their presence or absence in the population significant
impacts the integrated luminosity.

3.1.3 Metallicity effect

Stars of different chemical compositions evolve on different time-
scales. For Mi = 105 M�, and each broad-band and age, Table 1
gives the difference between the median magnitude of the stochastic
models at Z = 0.014 and Z = 0.002. At t = 1 Myr, the Z = 0.014

models are more luminous in all bands, whereas at t = 8 Myr, the
Z = 0.002 models are more luminous in all bands except F814W.

3.2 Models with stars, gas, and dust

In this subsection, we analyse the behaviour of models that account
for the stochastic sampling of the IMF and the added contributions
of the ionized gas and dust mixed with the ionized gas (right violin
halves of Fig. 2).

3.2.1 Gas effect

Adding the ionized gas significantly increases the luminosity for
certain combinations of age, Z, and log(US). This can be seen in
Table 2, which for models with Mi = 105 M� shows the difference in
median magnitude with and without gas. The effect of adding the gas
is largest for the F555W (V) and F814W (I) bands, where at t = 1 Myr,
the difference is >1 mag for both values of Z and log(US). At t =
1 Myr, significant differences also occur in other bands. At 4 Myr, for
Z = 0.014 and both values of log(US), the difference is ∼0.6 mag in
the F555W band. However, as expected, at 8 Myr, when the ionizing
flux from the most massive stars is greatly diminished, including
the gas does not significantly change the synthetic magnitudes. The
contributions of the nebular continuum and emission lines to the V
and I bands are discussed next.

3.3 Contributions of stellar continuum, nebular continuum,
and emission lines to total in band.

When gas is present in the models, the total emission includes the
contributions from the nebular continuum and the emission lines. The
importance of including nebular emission lines in spectral synthesis
models has been shown by Bruzual & Charlot (2003), Zackrisson
et al. (2011), and Schaerer & de Barros (2009). For Mi = 105 M�,
Z = 0.014, and log(US) = −3, Fig. 3 shows the strongest spectral
features that contribute to the LEGUS bands used to image two
overlapping fields of galaxy NGC 7793. NGC 7793-E, was imaged
with WFC3/UVIS in the HST-equivalent NUV, U, B, V, and I bands;
while NGC 7793-W used ACS/WFC for the V and I bands. The
strongest emission lines in each filter are: Mg II λ2798 (F275W);
Hγ λ4102, Ar I λ4300, and Hδ λ4341 (F438W); [O III] λλ4859,
5007, Hβ λ4861, and/or Hα λ6563 + [N II] λλ6548, 6584 (F555W,
depending on the instrument or channel combination, and [S III]
λ9069 and λ9532 (F814W). Note that WFC3/UVIS F555W contains
Hα λ6563 + [N II] λλ6548, 6584 because it cuts out at 7000 Å and
even though the throughput at 6563 is low (0.05 compared to 0.28
at peak) the strength of Hα can dominate depending on the strength
of [O III]. ACS/WFC F555W is different and cuts off at a shorter
wavelength. The contribution of the nebular continuum is strongest in
the F275W and F336W bands. Note the presence of a strong Balmer
break around ∼3800 Å. Such Balmer breaks have been observed,
see for example Guseva, Izotov & Thuan (2006).

For Mi = 105 M� and the full range of parameters of our pilot
library, Fig. 4 shows the contributions to the total luminosity in
the V and I bands of the stellar continuum, nebular continuum,
and strongest emission lines. The 220 realizations of the IMF are
included. We select the V and I bands because they have contributions
from the emission lines alone of ≥30 per cent. The Figure shows that
the stellar continuum dominates at 8 Myr. This is because the ionizing
flux from the massive stars in not significant at this age. The stellar
continuum is also dominant in some cases at ages of 3 and 4 Myr (pan-
els 5 to 12). The Figure also shows that the nebular continuum domi-
nates in one case (panel 2). Finally, the Figure shows that the nebular

MNRAS 509, 522–549 (2022)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/1/522/6402929 by R
.G

. M
enzies Library, Building #2, Australian N

ational U
niversity user on 27 April 2022



528 R. Orozco-Duarte et al.

Figure 5. U–B versus V–I diagrams with Z = 0.014 star-only GALAXEV deterministic tracks (magenta solid curves) and stochastic models (magenta small
filled symbols) overlaid. Ages along the D0 track are marked with orange-filled triangles and labelled using M = Myr and G = Gyr. The dashed vertical and
horizontal lines mark the position of the deterministic prediction at the age given by the y-axis label. For clarity, for the stochastic models, each panel shows a
different combination of cluster initial mass (given by the column title) and age (given by the y-axis label).

emission lines can contribute with > 50 per cent to the total emission
in the V-band (panels 1, 3, 5, and 11) and > 30 per cent to the I-bands
(panel 4). The ranges corresponding to the y-axis of Fig. 4 are given in
Table 3. The table and figure illustrate the importance of accounting
for the contribution of the ionized gas in the LEGUS bands.

3.4 Stochastic versus deterministic models.

In Fig. 2, the filled squares represent the deterministic magnitudes
for the cases with just stars (left square) and stars + gas + dust
(right square) at each value of Mi. How the deterministic mag-
nitude compares to the median of the stochastic models depends

on whether the models include just stars or stars + gas + dust,
and on the combination of Mi, age, Z, log(US), and photometric
band. Differences of less than 0.5 mag between the median and
deterministic magnitude can be seen in the figure for combinations
of the parameters in the following cases: (i) {stars} or {stars + gas
+ dust}, Mi/M� = 104 or 105, Z = 0.014, and log(US = −3); and
(ii) {stars}, Mi/M� = 103, t = 1 Myr, both values of Z, and both
values of log(US). Examples of cases where |Det - <Sto>|> 0.5
mag are provided in Table 4. Note that |Det - <Sto>| can be > 0.5
mag for Mi/M� as high as 105, and that although the deterministic
magnitude tends to be more luminous, this is not systematically
the case.

MNRAS 509, 522–549 (2022)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/1/522/6402929 by R
.G

. M
enzies Library, Building #2, Australian N

ational U
niversity user on 27 April 2022



Synthetic photometry of OB star clusters 529

Figure 6. Similar to Fig. 5 but for log(Us) = −3 deterministic (dark blue curves) and stochastic (dark blue symbols) models that include the contributions of
the ionized gas + dust mixed with the ionized gas.

For star-only broad-band magnitudes: a) the absolute value of the
residual (deterministic prediction – median of stochastic models) can
be ≥0.5 mag, even for Mi = 105 M�

3.5 Models in the U−B versus V−I diagram

We now analyse the positions of the models in the U−B versus V−I
diagram, which has been used to age-date star clusters by Chandar,
Leitherer & Tremonti (2004); Chandar et al. (2016). Although
Chandar et al. (2016) conclude that using UBVIHα photometry
yields better agreement between photometric and spectroscopic ages,
determining accurate Hα photometry is very difficult in practice,
particularly, when star clusters are not isolated and the Hα mor-
phology is complex, as we discuss in Section 6.4. We note that

other diagrams such as (U−B) versus (B−V), which is not discussed
here, have also been used to age-date star clusters (e.g. Bica et al.
1991).

Let D0 and S0 be the deterministic and stochastic GALAXEV
models, respectively. Similarly, let (D2, S2) and (D3, S3) be the
GALAXEV-C pairs for log(Us) = −2 and −3, respectively. For
Z = 0.014, which is the closest metallicity to the observations (see
Section 4), Figs 5–7 show comparisons of the D0 and S0, D3, and
S3, and D2 and S2 predictions in the U−B versus V−I diagram,
respectively. Appendix Figs B1–B2 are similar to Figs 5–7 but for
Z = 0.002.

Let us start by discussing Fig. 5, which corresponds to the Z =
0.014 models that only account for the stars. In this and similar
figures, the age and initial mass of the cluster are given by the y-
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530 R. Orozco-Duarte et al.

Figure 7. Similar to Fig. 6 but for log(Us) = −2.

axis label and the column title, respectively. In Fig. 5, the clouds of
magenta filled-symbols are the stochastic S0 models and the magenta
curves are the corresponding deterministic track. The comparison
between the S0 and D0 predictions yields the following results, which
are organized in order of increasing cluster age and decreasing cluster
mass.

3.5.1 1 Myr (top row of panels)

For Mi/M� = 105, the S0 models are tightly grouped on top of the
1 Myr D0 point that is located at the intersection of the vertical
and horizontal dashed lines. As mass decreases, the spread of the
S0 models increases. In particular, for Mi/M� = 103, the spread is
mostly in the vertical direction and towards the red.

3.5.2 3 Myr (second row of panels from the top)

For Mi/M� = 105, the S0 models break into three clouds, one tightly
grouped on top of the 3 Myr D0 point, one bluer and closer to the
1 Myr D0 point, and the last one redder and closer to the 4 Myr D0
point. For Mi/M� = 104, a small fraction of the S0 models are located
far away from the 3 Myr D0 point, towards the red, and approach
the 100 Myr D0 point. Finally, for Mi/M� = 104 and Mi/M� = 103,
most of the S0 models are bluer than the 3 Myr D0 point.

3.5.3 4 Myr (third row of panels from the top)

For Mi/M� = 105, the spread in S0 models is larger than at 1 Myr, and
it is both towards the red and the blue. For Mi/M� = 104, a larger but
still small fraction of S0 models is found significantly offset to the
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Synthetic photometry of OB star clusters 531

Figure 8. Composite RGB images of the partially overlapping fields NGC 7793E (left-hand panel) and NGC 7793W (right-hand panel), where red = continuum-
subtracted Hα, green = F555W, and blue = F438W. We use white circles to indicate the positions of the star clusters in our sample and give their LEGUS ID.
In both images, the centre of the galaxy appears as a cyan knot. We overlay cyan circles centered on this knot, of radii equal to 0, 1, 2, and 3 arcmin. The value
of 12 + log(O/H) in the ionized gas at each of these radii is shown with cyan characters. At 3.44 Mpc (Pietrzyński et al. 2010), 1 armin is ∼1 kpc. Note that
clusters 93 and 383, and 417 and 1252 have similar coordinates and photometry but have different IDs (see Section 4.3 for a discussion of these clusters). Also
note that cluster 1576 appears in both fields and is at the edge of the Hα image for field NGC 7793W.

Table 5. Column (1): ID of star cluster and field (NGC 7793-E or -W). Columns (2)–(3): Right Ascension and Declination. Columns (4)–(10): Apparent
magnitudes from A17 (LEGUS-bands) and H19 (Hα-LEGUS bands), based on PSF-photometry. We use Vega and AB magnitudes for the LEGUS and Hα-
LEGUS bands, respectively. The photometry is corrected for foreground extinction as explained in the text. Column (11): Radius in pixels used for the Hα

photometry. Note that clusters 93 and 383, and 417 and 1252, which are marked with an asterisk in the first column, have similar coordinates and photometry
but have different IDs (see Section 4.3 for a discussion of these clusters).

ID RA Dec F275W F336W F438W F547M F555W F657N F814W Rad
J2000 J2000 mag mag mag mag mag mag mag pix

0011-E 23:57:54.2424 −32:33:59.148 20.97 ± 0.09 20.81 ± 0.09 22.16 ± 0.08 20.70 21.07 ± 0.07 17.39 20.71 ± 0.06 30
0090-E 23:57:48.3768 −32:34:33.672 18.80 ± 0.09 19.32 ± 0.08 20.82 ± 0.07 21.06 20.99 ± 0.05 19.80 21.06 ± 0.05 10
0093-E∗ 23:57:45.6384 −32:34:33.888 19.03 ± 0.09 19.50 ± 0.08 20.92 ± 0.07 20.96 20.96 ± 0.05 17.70 20.97 ± 0.06 30
0383-W∗ 23:57:45.6384 −32:34:33.852 18.95 ± 0.07 19.40 ± 0.07 20.88 ± 0.06 21.06 20.97 ± 0.05 17.62 21.06 ± 0.07 40
0417-E∗ 23:57:49.0584 −32:35:23.028 19.70 ± 0.09 19.88 ± 0.08 21.38 ± 0.07 20.59 21.01 ± 0.05 18.81 20.59 ± 0.07 10
0451-W 23:57:35.1792 −32:34:38.820 22.44 ± 0.14 21.88 ± 0.09 23.21 ± 0.09 21.81 21.95 ± 0.06 19.71 21.81 ± 0.07 10
0531-E 23:57:46.2240 −32:35:33.036 18.86 ± 0.09 19.30 ± 0.08 20.76 ± 0.07 20.75 20.86 ± 0.05 17.26 20.76 ± 0.06 50
0534-E 23:57:47.1456 −32:35:33.144 19.81 ± 0.09 20.17 ± 0.08 21.56 ± 0.07 20.97 21.55 ± 0.05 17.84 20.98 ± 0.06 40
0589-E 23:57:56.1552 −32:35:39.804 19.77 ± 0.09 19.90 ± 0.08 21.16 ± 0.07 20.39 20.93 ± 0.06 17.49 20.39 ± 0.05 30
0816-E 23:57:48.2376 −32:36:14.796 17.33 ± 0.09 17.69 ± 0.08 19.16 ± 0.07 18.94 18.96 ± 0.05 16.58 18.94 ± 0.05 50
0894-E 23:57:51.2400 −32:36:48.456 20.57 ± 0.09 20.54 ± 0.08 21.93 ± 0.07 20.64 20.81 ± 0.05 16.96 20.65 ± 0.05 30
1252-W∗ 23:57:49.0656 −32:35:23.028 19.69 ± 0.07 19.91 ± 0.07 21.43 ± 0.07 20.70 20.96 ± 0.05 18.83 20.71 ± 0.07 10
1381-W 23:57:40.4448 −32:35:27.888 21.77 ± 0.09 21.79 ± 0.08 23.27 ± 0.09 22.49 22.02 ± 0.06 20.15 22.50 ± 0.07 10
1564-W 23:57:41.4264 −32:35:34.368 20.10 ± 0.07 20.18 ± 0.07 21.53 ± 0.07 20.42 20.80 ± 0.05 18.84 20.43 ± 0.06 10
1576-W 23:57:48.7728 −32:35:34.656 18.73 ± 0.07 19.24 ± 0.06 20.80 ± 0.06 20.74 20.73 ± 0.05 18.85 20.75 ± 0.07 10
1949-W 23:57:40.0344 −32:35:47.436 18.93 ± 0.07 19.38 ± 0.06 20.97 ± 0.06 20.96 20.71 ± 0.05 19.22 20.96 ± 0.06 10
2449-W 23:57:38.6064 −32:36:12.312 19.67 ± 0.07 19.84 ± 0.07 21.19 ± 0.07 20.47 20.89 ± 0.06 17.08 20.47 ± 0.06 50
2732-W 23:57:40.3200 −32:36:41.328 19.32 ± 0.07 19.61 ± 0.07 21.06 ± 0.06 20.68 20.59 ± 0.06 18.80 20.69 ± 0.06 10
2740-W 23:57:40.1136 −32:36:43.452 20.39 ± 0.08 20.78 ± 0.08 22.10 ± 0.07 21.77 21.83 ± 0.06 19.15 21.77 ± 0.06 10

red. For Mi/M� = 103, a small fraction of S0 models is significantly
redder than the 4 Myr D0 point and is located between the 100 Myr
and 1 Gyr markers along the deterministic track (however, the main
S0 cloud is spread closer to the 1–4 Myr D0 predictions.

3.5.4 8 Myr (bottom row of panels)

For Mi/M� = 105, the spread is larger than at 1 Myr, and it is both
towards the red and the blue, similar to the behaviours at 3 and 4 Myr,
but the spread is mostly horizontal. For Mi/M� = 104, the S0 models
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532 R. Orozco-Duarte et al.

Figure 9. Postage stamps of the star clusters in our sample using the same colour scheme as in Fig. 8. The images are 12 arcsec (200 pc) on the side. The small
white circle represents the aperture used for obtaining the photometry in the five LEGUS broad-bands. Star clusters from fields NGC 7793-E and NGC 7793-W
are shown in the top-two and bottom-two rows show, respectively. Note that clusters 93 and 383, and 417 and 1252 have similar coordinates and photometry but
have different IDs (see Section 4.3 for a discussion of these clusters). Also note that cluster 1576 appears in both fields and at the edge of the Hα image in field
NGC 7793W.

are spread almost horizontally towards the blue and the red and a
few S0 models are significantly bluer than the D0 prediction. For
Mi/M� = 103, the S0 models are divided into two clouds, one bluer
in V−I and close to the 3–4 Myr D0 predictions and another starting
at the D0 point and spreading towards significantly redder colours.

Let us now discuss Figs 6 and 7, i.e. the Z = 0.014 models
with gas. The S2 and S3 models yield some of the same trends
that are observed in the star-only case but also some additional
behaviours. At 1 Myr, the S3 and S2 models are bluer in V−I relative
to their respective deterministic predictions. At 3 and 4 Myr, for
Mi/M� > 105, a significant fraction of the S2 and S3 models are
offset towards bluer U−B relative to the corresponding deterministic
models. Finally, a major conclusion from the figures is that the
Z = 0.014 D2 and D3 tracks are not useful for age-dating clusters
with Mi/M� ∼ 103. This is because at 8 Myr, for this mass, the
number of stochastic models is similar in the ∼4 Myr cloud and the
8 M yr cloud.

We proceed with the analysis of the Z = 0.002 models in the U−B
versus V−I plane. By looking at the star-only tracks of Fig. B1,
one can see that the 4 Myr D0 marker is almost coincident with
the 100 Myr marker and that the 8 Myr marker is between the 1
and 3 Myr markers. When gas is included (Figs B2 and B3), the 3
and 8 Myr deterministic markers are close to each other and they
are almost coincident for log(Us) = −3. On the other hand, the 4
and 100 Myr deterministic markers become more separated than
in the star-only case. In conclusion, age-dating star clusters with
Z = 0.002 using their positions in the U−B versus V−I diagram
along theGALAXEV-C deterministic tracks is highly uncertain at any
mass.

4 SAMPLE AND OBSERVATI ONS

In this work, we use HST images of two partially overlapping fields
of galaxy NGC 7793, NGC 7793-E, and NGC 7793-W. The images
were obtained as part of the LEGUS and Hα LEGUS programs. We
fit models to the LEGUS broad-band photometry and investigate how
close the Hα equivalent widths of the clusters that were obtained by
Hannon et al. from the Hα-LEGUS images are to the values predicted
by our best-fitting models. In this section, we describe the observa-
tions, the galaxy, and how we selected the sample of star clusters.

4.1 HST LEGUS and Hα LEGUS

LEGUS (PID 13364; Calzetti et al. 2015) is a Cycle 21 HST treasury
program that obtained high spatial resolution (∼0.07 arcsec) images
of portions of 50 nearby (≤16 Mpc) galaxies, using the UVIS channel
of the Wide Field Camera Three (WFC3), and the broad-band filters
F275W (2704 Å), F336W (3355 Å), F438W (4325 Å), F555W
(5308 Å), and F814W (8024 Å), which roughly correspond to the
photometric bands NUV, U, B, V, and I, respectively. The survey
includes galaxies of different morphological types and spans a factor
of ∼103 in both star formation rate (SFR) and specific star formation
rate (sSFR), ∼104 in stellar mass (∼ 107–1011 M�), and ∼102 in
oxygen abundance (12 + log O/H = 7.2 − 9.2). Some of the targets
in the survey have high quality archival images in bandpasses similar
to those required by LEGUS, most of them from the Wide Field
Channel of HST’s Advanced Camera for Surveys (ACS), and fewer
of them from ACS’s High Resolution Channel (HRC). For the
latter targets, LEGUS completed the five band coverage. The choice
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Synthetic photometry of OB star clusters 533

Figure 10. Combination of Figs 5–7, as indicated by the legend on the top-left panel. Some ages along the log(Us) = −3 (dark-blue) track are marked with
orange-filled triangles and labelled using M = Myr and G = Gyr. The bottom-left panel shows the Yggdrasil track corresponding to log(U) = −3 and Z =
0.020 (dashed-black curve with black-filled triangles). The last column of panels includes: (i) LEGUS observations corrected for reddening due to dust in the
MW that are: uncorrected for dust in NGC 7793 (red error bars) and corrected for dust in NGC 7793 (black error bars), as given by the legend in the top-right
panel; and (ii) a reddening vector corresponding to an extinction of AV = 1 mag.

of filters was dictated by the desire to distinguish young massive
bright stars from faint star clusters, to derive accurate star formation
histories for the stars in the field from their CMDs, and to obtain
extinction-corrected estimates of age and mass for the star clusters.
Star and star-cluster catalogues have been released for the LEGUS
sample and are described in Sabbi et al. (2018) and Adamo et al.
(2017; hereafter A17), respectively.

Hα LEGUS (PI Chandar; PID 13773) is a Cycle 22 HST pro-
gram that obtained narrow-band, Hα (F657N) and medium band,
continuum (F547M) images for the 25 LEGUS galaxies with the
highest SFR, using the WFC3. The corresponding Hα observations

reveal thousands of previously undetected H II regions, including
those ionized by stellar clusters and ‘single’ massive stars. We note
that the LEGUS data do not have the spatial resolution to visually
resolve massive stars in close binary systems.

4.2 NGC 7793

We used the observations of NGC 7793 obtained by LEGUS and Hα

LEGUS, which are summarized in table 2 of Wofford et al. (2020).
NGC 7793 is a Southern SAd flocculent spiral galaxy that is part of
the Sculptor group and is located at a Cepheid distance of 3.44 Mpc

MNRAS 509, 522–549 (2022)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/1/522/6402929 by R
.G

. M
enzies Library, Building #2, Australian N

ational U
niversity user on 27 April 2022



534 R. Orozco-Duarte et al.

Figure 11. Observed apparent Vega magnitudes (red error bars, corrected for reddening in the Milky Way) versus best-fitting model with Z = 0.014 and
log(US = −3 (black dashed lines). For comparison, we also show the observations corrected for reddening in the Milky Way and NGC 7793 (blue error bars).
The panels are arranged in order of increasing AV value, which is why for the panels on the right, a larger offset between the red and blue curves can be observed.
Note how the bluest magnitude (F275W) is more affected by the reddening correction compared to the reddest magnitude (F814W), which is expected from the
shape of the extinction law. As discussed in Section 4.3, cluster 93 is a copy of 383, and cluster 417 is a copy of 1252. We mark the IDs of these clusters with
asterisks. The clusters have different AV values due their slightly different observed magnitudes (see Table 5).

(Pietrzyński et al. 2010). It has a small bulge and a spiral filamentary
morphology, and the following additional properties: an inclination
of 47◦; a colour excess due to the Galaxy of E(B − V) = 0.017 mag
(Schlafly & Finkbeiner 2011); a stellar mass determined from the
extinction-corrected B-band luminosity and colour information of M∗
= 3 × 10−9 M� (Bothwell, Kennicutt & Lee 2009); lastly, a galaxy-
wide SFR calculated from dust-attenuation corrected GALEX far-
UV, adopting a distance of 3.44 Mpc, SFR = 0.52 M� yr−1 (Lee et al.
2009). According to Pilyugin et al. (2014), the ionized-gas oxygen
abundance at the centre of the galaxy is 12 + log(O/H) = 8.50 ± 0.02,
and the O/H gradient is −0.066 ± 0.0104 dex kpc−1.

4.3 Sample of star clusters

We select a sample of 17 isolated, low-mass (<104 M�), young
(<10 Myr) star clusters from the catalogue of clusters with compact
Hα morphologies of H19. H19 use the LEGUS data sets, which are
aligned to the F438W image, and the LEGUS photometry, which
uses an aperture with a radius of 5 pixels or 0.2 arcsec (3 pc), which
was selected based on a curve of growth analysis. For Hα, H19
extracted their own photometry using apertures with different radii
for each cluster, also based on a curve of growth analysis (see H21

in preparation for more details). The masses and ages used for the
selection come from deterministic models, i.e. models where the
luminosity is scaled in proportion to the initial cluster mass.

Fig. 8 shows the location of the star clusters within the galaxy. The
figure shows that the star clusters are located within a radius of ∼3 ar-
cmin from the centre of the galaxy. Adopting Z� = 0.014 as the refer-
ence solar metallicity (Asplund et al. 2009) and using O/H as a gauge
of metallicity, we find that the metallicity range of the clusters in our
sample is Z = 0.006–0.009. Thus, their metallicity is close to Z�.

Table 5 lists the J2000 coordinates and apparent Vega magnitudes
of the star clusters in the LEGUS and Hα LEGUS bands. Note that
clusters 93 and 383, and 417 and 1252 have different IDs but very
similar coordinates and photometry. This is because the clusters are
the same, but their measurements come from field NGC 7793E in one
case and NGC 7793W in the other. The clusters are in the overlapping
region between these two fields. This constitutes a good check on
repeatability of the cluster-finding process. When comparing models
to observations, we keep the repeated clusters in order to check if
small differences in the photometry due to the different pointings
affect the derived properties of the clusters. Fig. 9 shows postage
stamps of the clusters in our sample with the 5 pixel aperture overlaid.

Fig. 10 combines Figs 5, 6, and 7 in one. This helps to see where
the Z = 0.014 S0, S2, and S3 models fall relative to the corresponding
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Table 6. Residuals in each photometric band. Column (1) shows the observed cluster ID. Columns (2)–(6)
shows the difference between the observed magnitudes of the clusters in NGC 7793 and the best-fitting
models corresponding to Z = 0.014, log(Us) = −3, and cluster mass = 103 M�. For each LEGUS filter,
the last two rows give the range and median of the values in the column.

Residual of observed – model magnitude
ID F275W F336W F438W F555W F814W
(1) (2) (3) (4) (5) (6)

0011-E −0.05 0.07 0.08 −0.14 0.07

0090-E −0.06 −0.02 0.02 0.07 −0.04

0093-E −0.04 0.01 0.04 0.02 −0.07

0383-W 0.01 −0.00 0.03 0.03 −0.07

0417-E −0.09 0.05 0.00 0.04 −0.04

0451-W 0.26 0.05 0.18 −0.32 0.29

0531-E −0.07 0.09 −0.04 0.03 −0.01

0534-E −0.18 0.08 0.02 0.13 −0.13

0589-E −0.12 0.09 0.01 0.01 −0.02

0816-E −0.05 0.04 0.08 −0.08 0.01

0894-E −0.04 0.13 0.12 −0.17 0.12

01252-W −0.09 0.05 0.02 0.01 −0.03

01381-W 0.08 0.08 0.52 −0.51 0.31

01564-W −0.07 0.11 −0.02 −0.03 −0.05

01576-W −0.11 0.05 −0.02 −0.05 −0.01

01949-W −0.14 0.01 −0.04 −0.11 0.14

02449-W −0.05 0.11 −0.04 −0.04 −0.03

02732-W 0.05 0.11 −0.05 −0.13 −0.01

02740-W −0.09 0.05 0.15 −0.06 −0.02

RANGE −0.18–0.26 −0.02–0.13 −0.05–0.52 −0.51–0.13 −0.13–0.31

MEDIAN −0.04 0.06 0.06 −0.07 0.02

D0, D2, and D3 predictions. The corresponding figure for Z = 0.002
is Fig. B4.

In addition, the panels in the right column of Fig. 10 include the
LEGUS observations. The red error bars represent the observations
corrected for reddening due to dust in the MW (using Av = 0.053
mag) and uncorrected for intrinsic reddening, while the black error
bars are the observations also corrected for dust in NGC 7793, using
the Av values of column 5 in Table 8. The black error bars include
the propagation of the uncertainties in the intrinsic Av values that are
given in column 5 of Table 8. For both the foreground and intrinsic
reddening corrections, we use the MW-extinction law of Cardelli,
Clayton & Mathis (1989) for R(V) = 3.1. As expected, after the
full correction for reddening, the observations move towards bluer
colours and the size of the error bars increases.

Note that none of our observations are found near the location of
the ‘outlier’ stochastic models, which are the few models located far
from their corresponding deterministic prediction. This is expected
since our observed sample is small and according to stochastic
models, ‘outlier’ clusters have a low probability of being created
in nature, and observed.

Several works of the LEGUS collaboration use deterministic Yg-
gdrasil tracks of Zackrisson et al. (2011). The bottom-left panel
of Fig. 10 shows the Yggdrasil track corresponding to log(U)
= −3 and Z = 0.020 (dashed-black curve with ages marked using
black-filled triangles). Z = 0.020 is the closest track to Z = 0.014 that
is available. The Yggdrasil track for log(U) = −3 and Z = 0.004
is shown in Fig. B4. Note that along the Z = 0.004 Yggdrasil,
the 8 Myr marker is redder in U–B than the 4 Myr marker, contrary
to what happens in the GALAXEV-C Z = 0.002 track.

5 M E T H O D F O R IN T E R P R E T I N G TH E
OBSERVATI ONS

In this section, we use our models in order to derive the dust
extinctions, masses, and ages of the star clusters in our sample. The
derived properties are the physical parameters of the models that
best fit the observations. In order to find the model that best fits the
observations, one can use χ2 minimization (Popescu 2010); construct
probability maps in the parameter space to explore the nodes of
the grid and then select the more probable solutions (Fouesneau &
Lançon 2010a); or use a Bayesian inference method (Fouesneau &
Lancon 2010b; Krumholz et al. 2015a; Wofford et al. 2016). We use
the latter method, which is explained in the following section.

In order to find the probability distribution function of the physical
properties, we use the method of conditional regression, coupled
with a kernel density estimation, which is presented in Krumholz
et al. (2015a). In summary, if we let p(x|yobs; σ y) be the probability
distribution of the physical parameters, x, given N photometric
observations, yobs, with error σ y, the probability distribution of the
physical properties, given a set of photometric observations can be
written as:

p(x|yobs) ≡
∑

i

ωiG
(

(x − xi, yobs − yi), h
′)

, (1)

where h
′

is a new bandwidth that depends on both, the bandwidth
of the physical properties of the models hx and the photometric
properties (hy). This also allows us to find an expression for
calculating the marginal probability distribution of each physical
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Table 7. Observed versus predicted Hα equivalent widths. Column (1): Cluster ID. Column (2): Observed
EW(Hα) from H21. Columns (3) and (4): value from best-fitting S2 and S3 models, respectively (Z =
0.014). Columns (5) and (6) give the differences between values in the columns, which are indicated in the
header of the table.

ID EW(Hα) Å �EW(Hα) Å
H21 S2 S3 (3)–(2) (4)–(2)

(1) (2) (3) (4) (5) (6)

0011-E 3038 1919 2097 −1119 −841

0090-E 1489 171 235 −1318 −1254

0093-E 1232 128 1987 −1104 755

0383-W 1043 128 325 −915 −718

0417-E 1640 102 2365 −1538 725

0451-W 3288 102 2299 −3186 −989

0531-E 364 54 293 −310 −71

0534-E 444 143 2080 −301 1636

0589-E 2423 41 2080 −2382 −415

0816-E 1988 1919 803 −69 −1185

0894-E 2043 1919 1913 −124 −130

1252-W 1823 41 3121 −1782 1298

1381-W 789 63 14 −726 −775

1564-W 1197 1290 3852 93 2655

1576-W 2472 91 2177 −2381 −295

1949-W 1053 41 2048 −1012 995

2449-W 358 80 3187 −278 2829

2732-W 796 41 577 −755 −219

2740-W 826 153 325 −673 −501

RANGE 358–3288 41–1919 14–3852 −3186–93 −1254–2829

MEAN 1489 387 1674 −1046 −184

parameter, which we will call x1.

p(x1|yobs) ∝
∑

i

ωiG
(

(x1 − x1,i , h1)G(yobs − yi),
√

σ 2
y + h2

y

)
.

(2)

This procedure can be followed for each of the physical parameters.
In order to derive the physical properties of the clusters in our

sample, we adapted our pilot-library based on the models presented
in Vidal-Garcı́a et al.(, in preparation) to the tool BAYESPHOT,
which uses Bayesian inference to estimate joint and marginal PDFs
by following the approach which was just described. In addition to the
synthetic photometry, BAYESPHOT requires additional output from
population synthesis, such as the time-step, birth mass of the SSP,
current mass of all stars in the cluster (accounting for the effects of
mass loss and supernovae), number of living stars in the cluster at the
present time, visual extinction, to name a few. In this process, we used
the python module SLUGPY, which is presented in Krumholz et al.
(2015a). This module is a series of functions that allows to handle
spectro-photometric data generated with the population synthesis
code SLUG. Since NGC 7793 is a spiral galaxy and the clusters have
solar metallicity, in order to obtain the extinction due to dust mixed
with the neutral gas, in the V-band, we adopted the Milky Way law
of Mathis (1990), with R(V) = 3.1.

6 R ESULTS

In this section, we test our models using the observations which were
presented in Section 4.

6.1 S3 models versus LEGUS photometry

In order to illustrate how well one can fit the LEGUS observations
with our models, which are only available for three values of the
initial mass, we use the S3 models, which have Z = 0.014 and
log(US) = −3.

For each cluster in our sample, Fig. 11 shows the comparison of the
best-fitting S3 models (black-dashed curves) and the observations.
In order to find the best-fitting model, we use equation (29) from
Krumholz et al. (2015a). The figure shows observations (apparent
Vega magnitudes) with and without a correction for dust intrinsic
to NGC 7793. The red error bars are the observations corrected for
reddening due to dust in the Milky Way (using Av = 0.017 mag),
while the blue error bars include the additional correction for dust
in NGC 7793 (using the median V-band extinctions of column 5
in Table 8). For both corrections we use the Milky Way extinction
law of Cardelli et al. (1989) for R(V) = 3.1. Since in the figure the
models are uncorrected for reddening in the neutral gas, they should
be compared to the red error bars.

In Fig. 11, the panels are arranged in order of increasing AV

value. This is why in the right-side panels there is a larger offset
between the red and blue curves. As can be seen in the figure, the
F275W magnitude is more affected by the reddening correction than
the F814W magnitude, which is in agreement with the shape of the
Milky Way extinction law. Note that there are differences in the AV

values of 0.08 and 0.61 mag between the clusters that are repeated
and discussed above, i.e. 93 and 383, and 417 and 1252, respectively.

For each cluster, Table 6 gives the AV residual (observation – best-
fitting model) in each LEGUS band. For the clusters in our sample,
the median residual in each LEGUS band is within the observational
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Table 8. V-band extinctions of star-clusters derived with different models, all of which include gas. The difference between values given by the
different models is also given. Column (1): Cluster ID. Column (2): Deterministic models with Z = 0.020 of A17. Column (3): Stochastic models
with Z = 0.020 of Krumholz et al. (2015a). Columns (4) and (5): Stochastic models with Z = 0.014 and log(US) = −2 and log(US) = −3,
respectively, presented in this work. Columns (6) to (8): Differences between values in the columns which are indicated. Column (9) Comment.

ID Av �Av
A17 K15 S2 S3 (3)–(2) (3)–(5) (5)–(4)

(1) (2) (3) (4) (5) (6) (7) (8)

0011-E 1.89 +1.80
−1.98 1.25 +0.24

−0.19 0.54 +0.10
−0.09 1.32 +0.16

−0.14 −0.64 −0.07 0.78

0090-E 0.12 +0.00
−0.19 0.17 +0.11

−0.12 0.07 +0.07
−0.05 0.12 +0.14

−0.07 0.05 0.05 0.05

0093-E 0.37 +0.00
−0.46 0.31 +0.16

−0.17 0.09 +0.1
−0.07 0.24 +0.16

−0.15 −0.06 0.07 0.15

0383-W 0.25 +0.12
−0.31 0.21 +0.14

−0.14 0.07 +0.09
−0.05 0.16 +0.15

−0.11 −0.04 0.05 0.09

0417-E 1.05 +0.93
−1.15 0.83 +0.23

−0.26 0.28 +0.10
−0.12 0.73 +0.19

−0.19 −0.22 0.10 0.45

0451-W 2.08 +1.98
−2.17 1.39 +0.26

−0.26 0.64 +0.11
−0.12 1.72 +0.28

−0.17 −0.69 −0.33 1.08

0531-E 0.37 +0.22
−0.46 0.33 +0.17

−0.19 0.09 +0.10
−0.07 0.19 +0.16

−0.12 −0.04 0.14 0.10

0534-E 0.81 +0.00
−0.90 0.71 +0.21

−0.21 0.21 +0.12
−0.09 0.61 +0.17

−0.16 −0.10 0.10 0.40

0589-E 1.21 +1.12
−1.36 0.99 +0.24

−0.64 0.31 +0.09
−0.12 0.97 +0.23

−0.22 −0.22 0.02 0.66

0816-E 0.62 +0.50
−0.71 0.38 +0.19

−0.21 0.12 +0.09
−0.07 0.35 +0.17

−0.19 −0.24 0.03 0.23

0894-E 1.71 +1.61
−1.86 1.02 +0.18

−0.19 0.47 +0.12
−0.09 1.11 +0.16

−0.14 −0.69 −0.09 0.64

1381-W 1.21 +1.15
−1.30 0.33 +0.40

−0.24 0.49 +1.58
−0.18 1.34 +0.21

−0.21 −0.88 −1.01 0.85

1252-W 0.96 +0.87
−1.05 0.66 +0.28

−0.23 0.26 +0.12
−0.10 0.64 +0.21

−0.17 −0.30 0.02 0.38

1564-W 1.46 +1.40
−1.61 1.04 +0.21

−0.24 0.42 +0.10
−0.09 0.94 +0.24

−0.16 −0.42 0.10 0.52

1576-W 0.34 +0.19
−0.40 0.24 +0.16

−0.15 0.09 +0.07
−0.07 0.16 +0.15

−0.11 −0.10 0.08 0.07

1949-W 0.37 +0.03
−0.43 0.24 +0.16

−0.15 0.09 +0.10
−0.07 0.19 +0.16

−0.12 −0.13 0.05 0.10

2449-W 1.08 +0.99
−1.24 0.94 +0.19

−0.25 0.28 +0.10
−0.12 0.80 +0.24

−0.19 −0.14 0.14 0.52

2732-W 0.74 +0.46
−0.90 0.54 +0.26

−0.28 0.21 +0.10
−0.12 0.42 +0.29

−0.18 −0.20 0.12 0.21

2740-W 0.50 +0.00
−0.78 0.66 +0.21

−0.21 0.19 +0.12
−0.10 0.71 +0.16

−0.17 0.16 −0.05 0.52

RANGE 0.1–2.1 0.2–1.4 0.1–0.6 0.1–1.7 −0.9–0.2 −1.0–0.1 0.1–1.1

MEAN 0.9 0.6 0.3 0.7 −0.3 −0.0 0.4

error which is reported in Table 5. The observations of cluster 1381-
W are not well reproduced in the bands which are redder than U. This
is likely because it is the least massive cluster in our sample according
to the K15 stochastic models, which are presented in Table 9. The
mass of the latter cluster is 219 M�, while the minimum mass in our
models is M = 103 M�.

We find models that fit the observations reasonably well in spite of
the poor sampling in cluster mass and age of our pilot library thanks
to the fine sampling in V-band extinction values.

6.2 Equivalent width of Hα

The F656N filter includes the Hα and [N II] lines. We compare the
equivalent width of the combined Hα + [N II] emission from the
best-fitting S2 and S3 models with Z = 0.014, against the value
measured by Hannon et al. (in preparation; hereafter H21) using the
Hα-LEGUS observations. In order to catch all of the Hα emission
due to ionization by the cluster, the size of the aperture used by H21 to
obtain EW(Hα + [N II]) was selected based on the curve of growth of
each cluster. The radius of the aperture is provided in the last column
of Table 5. We present the observed and best-fitting model EWs in
Table 7. We find that for two clusters (816-E and 1564-W) the S2
models are within 100 Å of the observed value, while the S3 models
are within 100 Å of the observed value only in one case (531-E).
Note that the observed EW(Hα + [N II]) value is highly uncertain.
We also find that for the S2 models, the mean of EW(Hα + [N II])
is a factor of ∼4 lower than the mean of the observations, and that

the mean of the S3 models is closer to the mean of the observations.
Finally, we find that in general, the youngest clusters have the largest
model value of EW(Hα + [N II]) (see Table 10).

6.3 Physical properties of the star clusters

We use the Bayesian inference tool BAYESPHOT and the formalism
presented in Section 5 in order to determine the extinction, mass, and
age of the star clusters in our sample.

6.3.1 V-band extinction

Table 8 gives V-band extinctions (AV) from the literature and our
work. Column (2) gives the value from A17, which is derived
via deterministic models and χ2 minimization. Column (3) gives
the median value that is derived with BAYESPHOT and the Z
= 0.020 stochastic models of Krumholz et al. (2015a; hereafter K15).
Columns (4) and (5) give the median values that are derived with
BAYESPHOT and the Z = 0.014 S2 and S3 GALAXEV-C models,
respectively. We find that the S2 models yield lower extinctions than
the S3 models. Thus, the extinction depends on the log(US) value of
the models. We also find good general agreement between the A17,
K15, and S3 extinctions (within the error bars), and that the A17
extinctions tend to be the largest.
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Table 9. Total mass in stars of star-cluster derived with different models, all of which include gas. The difference
between values given by the different models is also given. Column (1): Cluster ID. Column (2): deterministic models
with Z = 0.020 A17. Column (3): Stochastic models with Z = 0.020 of Krumholz et al. (2015a). Columns (4) and
(5): stochastic models with (Z = 0.014, log(US) = −2) and (Z = 0.014, log(US) = −3) from this work, respectively.
Columns (6) Differences between values in the columns which are indicated.

ID log(M / M�) �log(M / M�)
A17 K15 S2 S3 (3)–(2)

(1) (2) (3) (4) (5) (6)

0011-E 3.43+3.47
−3.39 2.59+0.40

−0.35 3.0+0.02
−0.00 3.0+0.02

−0.00 −0.44

0090-E 2.77+2.86
−2.63 2.89+0.35

−0.55 3.0+0.02
−0.00 3.0+0.02

−0.00 0.47

0093-E 2.88+2.95
−2.72 2.94+0.40

−0.55 3.0+0.02
−0.00 3.0+0.02

−0.00 0.46

0383-W 2.71+2.85
−2.68 2.94+0.35

−0.55 3.0+0.02
−0.00 3.0+0.02

−0.00 0.58

0417-E 3.25+3.30
−3.19 2.69+0.40

−0.40 3.0+0.02
−0.00 3.0+0.02

−0.00 −0.16

0451-W 2.96+3.00
−2.92 2.54+0.45

−0.35 3.0+0.02
−0.00 3.0+0.02

−0.00 0.03

0531-E 2.94+3.04
−2.82 2.89+0.45

−0.55 3.0+0.02
−0.00 3.0+0.02

−0.00 0.40

0534-E 2.99+3.03
−2.90 2.64+0.40

−0.40 3.0+0.02
−0.00 3.0+0.02

−0.00 0.05

0589-E 3.37+3.41
−3.28 3.04+0.50

−0.60 3.0+0.02
−0.00 3.0+0.02

−0.00 0.17

0816-E 3.65+3.83
−3.62 3.49+0.25

−0.25 3.0+0.02
−0.00 3.0+0.02

−0.00 0.09

0894-E 3.43+3.46
−3.25 2.54+0.40

−0.35 3.0+0.02
−0.00 3.0+0.02

−0.00 −0.49

1252-W 3.19+3.24
−3.14 2.69+0.35

−0.40 3.0+0.02
−0.00 3.0+0.02

−0.00 −0.15

1381-W 2.48+2.52
−2.45 2.34+0.30

−0.20 3.02+1.27
−0.02 3.0+0.16

−0.00 0.16

1564-W 3.43+3.47
−3.28 2.74+0.40

−0.40 3.0+0.02
−0.00 3.0+0.02

−0.00 −0.29

1576-W 2.95+3.06
−2.81 2.79+0.40

−0.50 3.0+0.02
−0.00 3.0+0.02

−0.00 0.24

1949-W 2.81+2.91
−2.76 2.79+0.35

−0.45 3.0+0.02
−0.00 3.0+0.02

−0.00 0.33

2449-W 3.31+3.34
−3.21 2.84+0.45

−0.50 3.0+0.02
−0.00 3.0+0.02

−0.00 −0.02

2732-W 3.05+3.13
−3.00 2.89+0.35

−0.45 3.0+0.02
−0.00 3.0+0.02

−0.00 0.19

2740-W 2.58+2.62
−2.26 2.69+0.40

−0.40 3.0+0.02
−0.00 3.0+0.02

−0.00 0.51

RANGE 2.48–3.65 2.34–3.49 3.00–3.00 3.00–3.00 −0.49–0.58

MEAN 3.06 2.79 3.00 3.00 0.11

6.3.2 Mass

Table 9 gives masses from the literature and our work. Although
the models in our pilot library use a coarse grid of cluster masses,
we find that the observed clusters are low mass, in agreement with
previous results. The mean cluster mass is 103 M� using the A17,
K15 S2, and S3 models. Thus, the value of log(US) does not affect
the estimated mass value.

6.3.3 Age

Table 10 gives ages from the literature and our work. We find that the
S2 models yield an older mean cluster age relative to the S3 models
and that the A17 models yield the youngest mean age (2 Myr).
We also find that the oldest or youngest clusters using K15 are the
oldest or youngest clusters from S3 as well. Finally, according to
the S3 models, four clusters in our sample are 1 Myr. This is an age
when nebular emission lines contribute significantly to the V-band
luminosity and the nebular continuum to the I-band luminosity.

6.4 Well versus poorly constrained solutions

For clusters 816-W (top row) and 2732-W (bottom row), Fig. 12
shows the extinction PDFs corresponding to the Z = 0.014 / S3
/ GALAXEV-C models (left column) and the Z = 0.020 / log(Us)
= −3 / SLUG models (middle column). For 2732-W, note that
GALAXEV-C and SLUG yield single- and multiple-valued extinction

PDFs, respectively. That one PDF is single-peaked and the other
one is not is attributed to differences between the GALAXEV-C and
SLUG libraries. In particular, as explained in the introduction, the
SLUG models do not include the effect of the stochastic variation in
the shape of the ionizing continuum, on the nebular emission.

The right column of Fig. 12 shows the SLUG age PDFs corre-
sponding the the above two clusters. We only show the SLUG results
because the pilot GALAXEV-C age grid is very coarse. The age
PDF is single-peaked for cluster 816-W and multi-peaked for cluster
2732-W. A discussion of the PDFs for the whole sample of clusters
is provided in Appendix C.

7 SU M M A RY A N D C O N C L U S I O N S

(i) We present a pilot GALAXEV-C library of synthetic HST-
equivalent NUV, U, B, V, and I photometry of star clusters that
accounts for the stochastic sampling of the stellar IMF and the
contribution of the ionized gas and dust mixed with the ionized
gas (Section 2). The library uses the spectra that are presented in
Vidal-Garcı́a et al. (in preparation) and includes models for clusters
with initial masses, Mi = 103, 104, and 105 M�; ages, t = 1, 3,
4, and 8 Myr; metallicities, Z = 0.002 and Z = 0.014 (solar);
and ionization parameters, log(US) = −2 (S2 models) and −3
(S3 models). We compare the stochastic models to corresponding
deterministic models (Section 3.4); and to HST LEGUS and Hα-
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Table 10. Ages of star-cluster derived with different models, all of which include gas. The difference between values
given by the different models is also given. Column (1): Cluster ID. Column (2): Deterministic models with Z = 0.020
(A17). Column (3): Stochastic models with Z = 0.020 of Krumholz et al. (2015a). Columns (4) and (5) - Stochastic
models with Z = 0.014 and log(US) = −2 and log(US) = −3, respectively, presented in this work. Columns (6)–(8):
Differences between values in the columns which are indicated.

ID t / Myr �t / Myr
A17 K15 S2 S3 (3)–(2) (3)–(5) (5)–(4)

(1) (2) (3) (4) (5) (6) (7) (8)

0011-E 1.0+1.0
−1.0 0.7+1.9

−0.5 3.0+0.1
−0.0 1.0+0.0

−0.0 −0.3 −0.4 −2.0

0090-E 2.0+3.0
−1.0 5.6+1.6

−0.6 7.8+0.1
−0.1 7.8+0.1

−3.8 3.7 −2.2 0.0

0093-E 2.0+5.0
−1.0 5.1+1.9

−0.5 7.8+0.1
−0.1 4.0+3.8

−0.2 3.2 1.1 −3.8

0383-W 3.0+4.0
−2.0 5.6+1.8

−0.5 7.8+0.1
−0.1 7.6+0.4

−3.6 2.6 −1.9 −0.3

0417-E 1.0+1.0
−1.0 2.0+1.5

−0.6 7.8+0.1
−0.1 3.0+0.9

−0.1 1.0 −1.0 −4.8

0451-W 4.0+4.0
−4.0 0.7+7.1

−0.3 7.8+0.1
−0.1 1.0+3.0

−0.0 −3.3 −0.4 −6.8

0531-E 2.0+3.0
−1.0 4.3+1.9

−0.5 7.8+0.1
−0.1 3.9+0.1

−0.2 2.3 0.3 −3.9

0534-E 1.0+15.0
−1.0 2.2+1.6

−0.8 7.8+0.1
−0.1 3.9+0.1

−1.0 1.2 −1.7 −3.9

0589-E 1.0+2.0
−1.0 2.7+8.5

−0.6 7.8+0.1
−0.1 3.0+1.0

−0.1 1.7 −0.4 −4.8

0816-E 3.0+3.0
−1.0 2.5+1.6

−0.6 3.0+0.8
−0.1 3.0+0.1

−0.1 −0.6 −0.6 0.0

0894-E 1.0+3.0
−1.0 0.5+1.9

−0.5 3.0+0.1
−0.1 1.0+0.0

−0.0 −0.5 −0.5 −2.0

1252-W 1.0+1.0
−1.0 1.7+1.8

−0.6 7.8+0.1
−0.1 3.0+0.9

−2.0 0.7 −1.4 −4.8

1381-W 4.0+4.0
−4.0 4.3+1.3

−0.8 7.8+0.1
−5.1 7.8+0.1

−0.3 0.3 −3.5 0.0

1564-W 1.0+3.0
−1.0 1.3+2.1

−0.6 3.0+0.1
−0.0 1.0+2.0

−0.0 0.3 0.2 −2.0

1576-W 2.0+3.0
−1.0 3.0+1.9

−0.6 7.8+0.1
−0.1 3.9+0.1

−0.9 0.9 −1.0 −3.9

1949-W 3.0+5.0
−2.0 3.5+1.6

−0.6 7.8+0.1
−0.1 4.0+3.8

−1.0 0.5 −0.5 −3.8

2449-W 1.0+2.0
−1.0 2.2+1.8

−0.7 7.8+0.1
−0.1 3.0+1.0

−0.1 1.2 −0.8 −4.8

2732-W 4.0+5.0
−2.0 2.2+1.9

−0.4 7.8+0.1
−0.1 3.0+1.0

−2.0 −1.8 −0.8 −4.8

2740-W 5.0+6.0
−4.0 3.9+2.3

−0.4 7.8+0.1
−0.1 7.8+0.1

−3.9 −1.1 −3.9 0.0

RANGE 1–5 0.5–5.6 2.9–7.8 1.0–7.8 −3.3–3.6 −3.9–1.0 −6.8–0.0

MEAN 2.2 2.8 6.79 3.8 0.6 −1.0 −3.0

LEGUS observations of star clusters in galaxy NGC 7793 that
are isolated, have compact Hα morphologies, Z ∼ 0.014 (Fig. 8),
and deterministic masses and ages of <104 M� and ≤10 Myr,
respectively. We determine the V-band extinctions, masses, and ages
of these clusters using the stochastic models (Section 5). We compare
the cluster properties derived with deterministic models that are
published in A17, and derived with independent GALAXEV-C and
SLUG (K15) stochastic models (Section 6.3).

(ii) For GALAXEV magnitudes that only account for the stars:
a) the absolute value of the residual, deterministic mag - median
stochastic mag, can be ≥0.5 mag, even for Mi = 105 M� (Table 4);
and b) the largest spread of the stochastic models occurs at 3 and
4 Myr, when Wolf–Rayet stars are present (Fig. 2).

(iii) For Mi = 105 M�: a) the median stochastic mag with gas can
be >1.0 mag more luminous than the median stochastic mag without
gas (Table 2); and b) the nebular emission lines can contribute with
> 50 per cent and > 30 per cent to the total emission in the V and I
bands, respectively (Fig. 4).

(iv) Regarding age-dating OB clusters via deterministic tracks in
the U−B versus V−I diagram, we find that this method leads to
highly uncertain ages at Z = 0.014 for Mi ∼ 103 M� (Figs 5–7) and
Z = 0.002 for all masses in the stochastic library (Figs B1–B3).

(v) Also regarding the U−B versus V−I diagram, we find that
at Z = 0.014, a small fraction of models with Mi ∼ 103 and Mi

∼ 104 M� are located far from their corresponding deterministic
predictions and none of our observations are found near these outlier

models. This is expected given that our observational sample is small
and according to stochastic models the corresponding outlier clusters
have a low probability of being created.

(vi) Regarding the SED fitting, we find good agreement between
the best-fitting S3 model and the observations (Fig. 11; Table 6).

(vii) We derive the extinctions in the V-band, masses, and ages
of the star clusters in our sample using two independent libraries
of stochastic models with gas, the K15 library and our pilot library.
We compare the results with those of A17, which are based on
deterministic models (Tables 8–10).

(viii) Regarding the extinction, we find that the GALAXEV-C AV

value is systematically lower for log(US) = −2 than for log(US)
= −3. We also find that the A17, K15, and S3 extinctions are in
general agreement (within the errors), and that the A17 extinctions
tend to be the largest. Finally, we find that for a given cluster, the
extinction PDF can be single-peaked for GALAXEV-C and multi-
peaked for SLUG and vice versa, which is attributed to differences
in the stochastic libraries.

(ix) Regarding the masses, we find that the observed clusters are
low mass, in agreement with the deterministic predictions (Table 9).

(x) Regarding the ages, we find that the S2 models tend to yield
older ages relative to the S3 models, and that the A17 models yield
the youngest mean age (2 Myr; Table 10). We also find that in several
cases, the age PDF presents multiple peaks.

(xi) Regarding models versus nature, we recall that for a multino-
mial distribution, the standard deviations of the different mass bins
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Figure 12. Left column: The Z = 0.014/log(Us) = −3/GALAXEV-C V-band extinction PDFs of clusters 816-E (top panel) and 2732-W (bottom panel). The
blue, red, and green lines give the 16th, 50th, and 84th percentiles, respectively. Middle column: Similar to the left column but we show the Z = 0.020/log(Us)
= −3/SLUG V-band extinction PDFs. Right column: Z = 0.020/log(Us) = −3/SLUG age PDFs.

are not independent from each other, whereas we have no reason to
believe that the same correlation between the standard deviations
is true in nature. This is why it is important to observationally
characterize the true variance in nature.

(xii) An extension of the pilot library to other metallicities and
ages is near completion and can be made available upon request to
AVG, who is a co-author of this work.
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A P P E N D I X A : IS 2 2 0 R E A L I Z AT I O N S
E N O U G H ?

The left-hand panel of Fig. A1 is similar to Fig. 1 but includes only
the number of realizations that are used in this work. These Figures

show that reducing the number of realizations from 1000 to 220 has
no significant effect on the estimated mean and standard deviation
of the number of stars in each mass bin. Increasing the number of
realizations only changes the uncertainty of the standard deviation
estimates.

If we fix the total number of stars rather than the total mass, then
the distribution of bin counts will follow a multinomial distribution
with the desired expected total mass, as shown in the right-hand
panel of Fig. A1. We can use the known statistics of this multinomial
distribution to approximate the standard deviations for the case in
which the total mass is strictly fixed (compare the standard deviations
in the left-hand and right-hand panels). The standard deviations
estimated from the stochastically generated distributions (left-hand
panel) show a somewhat larger standard deviation due to having a
variable total number of stars. An in-depth discussion about mass-
limited sampling versus other sampling procedures can be found in
Cerviño et al. (2013).

The importance of computing 220 realizations of the IMF is
thus, not to characterize the spread in observables predicted by
the stochastic models (because in principle that can be calculated
analytically) but to fill in the space between random realizations in
diagrams such as the colour–colour diagram, which is useful for
comparison to the observations.

APPENDI X B: ADDI TI ONA L
C O L O U R – C O L O U R D I AG R A M S .

In Figs 5–7 and 10, we compare Z = 0.014 deterministic and
stochastic predictions in the U−B versus V−I diagram for cases:
only-stars, log(Us) = −3, log(Us) = −2, and the three previous cases
combined, respectively. Figs B1–B4 are similar but for Z = 0.002.
Figs B1–B3 are discussed in Section 3, while Fig. B4 is discussed in
Section 5.

Figure A1. Left-hand panel – Same as Fig. 1 but for 220 realizations. Right-hand panel – Expected mean and standard deviations for a number of stars that is
fixed such that the expected mass is Mi.
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Figure B1. Similar to Fig. 5 but for Z = 0.002.
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Figure B2. Similar to Fig. 6 but for Z = 0.002.
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Figure B3. Similar to Fig. 6 but for Z = 0.002.

MNRAS 509, 522–549 (2022)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/509/1/522/6402929 by R
.G

. M
enzies Library, Building #2, Australian N

ational U
niversity user on 27 April 2022



Synthetic photometry of OB star clusters 545

Figure B4. Similar to Fig. 10 but for Z = 0.002. In this case, the Yggdrasil predictions are for Z = 0.004.
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A P P E N D I X C : EX T I N C T I O N A N D AG E PD F.

For all clusters in our sample, the left-three panels of Figs C1–C4
show the V-band extinction PDFs from GALAXEV-C for models
with log(US) = −3 and Z = 0.014 (left column) and from SLUG
for models with log(US) = −3 and Z = 0.020 (middle column); and
the age PDFs from SLUG (right column). The code and cluster ID
is indicated in the column titles. The blue, red, and green lines give
the 16th, 50th, and 84th percentiles respectively. In each figure, the
clusters are arranged in order of increasing age. The right-five panels
of Figs C1–C4 show the NUV, U, B, V, and I postage stamps of the
clusters, from left to right.

Although the top three clusters of Fig. C1 have the youngest
median SLUG ages, their age PDFs show a second peak at an
older age. These three clusters also have high Av values (for

the sample), as expected if the surrounding dust has not been
as affected by the ionizing photons from massive stars compared
to other clusters. The high extinction of the youngest clusters
leads to NUV/U/B-band postage stamps with low number of
counts because reddening due to dust increases as wavelength
decreases.

Figs C1–C4 also show that for some clusters the extinction PDF
is multipeaked according to one code but single-peaked according to
the other. For instance, for cluster 451-W in Fig. C1 GALAXEV-C
yields two peaks, while for cluster 589-E in Fig. C3 it is the opposite.
Cases where both codes yield single-peaked PDFs (e.g. cluster 534-
E) or multiple-peaked PDFs (e.g. cluster 2732-W) also occur. The
different shapes of the extinction PDFs is attributed to the different
ways of modelling the ionizing continuum in the GALAXEV-C and
SLUG libraries (see the introduction of this paper).

Figure C1. Left: PDFs of V-band extinction (left and middle columns) and age (right column) for five clusters in our sample. The left and middle columns
show the GALAXEV-C and SLUG PDFs, respectively, while the right column shows the SLUG age PDF. The clusters are arranged in order of increasing SLUG
age. In each PDF sub-panel, we give the median value (50th percentile) of the extinction or age. Right: Postage stamps of the clusters in the NUV, U, B, V, and
I LEGUS bands, from left to right. We use a logarithmic scale from 0 to 10 and SAO-ds9’s colour scale ‘b’, such that blue corresponds to the lowest number of
counts and yellow corresponds to pixels with 10 counts or more.
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Figure C2. Similar to Fig. C1 but for five different clusters.
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Figure C3. Similar to Fig. C1 but for five different clusters. Note that cluster 1381-W, which is ∼4 Myr and has a high Av value (for the sample) according to
GALEX-C and the second PDF peak of SLUG, has postage stamps that follow a similar pattern to that of the youngest (<1 Myr) high Av clusters of Fig. C1.
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Figure C4. Similar to Fig. C1 but for five different clusters.
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