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ABSTRACT

Under the assumption that the concordance � cold dark matter (CDM) model is the correct model, we test the
cosmic microwave background (CMB) anisotropy data for systematic effects by examining the bandpass tem-
perature residuals with respect to this model. Residuals are analyzed as a function of angular scale l, Galactic
latitude, frequency, calibration source, instrument type, and several other variables that may be associated with
potential systematic effects. Our main result is that we find no significant systematic errors associated with these
variables. However, we do find marginal evidence for a trend associated with Galactic latitude indicative of
Galactic contamination.

Subject headings: cosmic microwave background — cosmology: observations — methods: data analysis
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1. INTRODUCTION

The cosmic microwave background (CMB) power spectrum
is a particularly potent probe of cosmology. As long as the
systematic errors associated with these observations are small,
the detected signal has direct cosmological importance. The
ever-tightening network of constraints from CMB and non-
CMB observations favors a concordant � cold dark matter
(CDM) model that is commonly accepted as the standard
cosmological model (Table 1). Since the anisotropy power
spectrum is playing an increasingly large role in establishing
and refining this model, it is crucial to check the CMB data for
possible systematic errors in as many ways as possible.

Systematic errors and selection effects are notoriously dif-
ficult to identify and quantify. Individual experimental groups
have developed various ways to check their CMB observa-
tions for systematic effects (e.g., Kogut et al. 1996; Miller et al.
2002), including the use of multiple calibration sources,
multiple frequency channels, and extensive beam calibrating
observations. Internal consistency is the primary concern of
these checks.

Testing for consistency with other CMB observations is
another important way to identify possible systematic errors.
When the areas of the sky observed overlap, this can be done
by comparing CMB temperature maps (e.g., Ganga et al.
1994; Lineweaver et al. 1995; Xu et al. 2001). When similar
angular scales are being observed, one can compare power
spectra (e.g., Sievers et al. 2003, Fig. 11). A prerequisite for
the extraction of useful estimates for cosmological parameters
from the combined CMB data set is the mutual consistency of
the observational data points (Wang, Tegmark, & Zaldarriaga
2002); the best fit must also be a good fit. Wang et al. (2002)
and Sievers et al. (2003) have recently explored the consis-
tency of various CMB observations with respect to power
spectrum models and concluded that the CMB fluctuation data
are consistent with several minor exceptions.

Although individual observational groups vigorously test
their data sets for systematic errors, the entire CMB obser-
vational data set has not yet been collectively tested. Here we
check for consistency of the concordance model (Table 1)
with respect to possible sources of systematic error. Under the
assumption that the concordance model is the correct model

(i.e., more correct than the best fit to the CMB data alone), we
explore residuals of the observational data with respect to this
model to see if any patterns or outliers emerge. We attempt to
identify systematic errors in the data that may have been ig-
nored or only partially corrected for.

With only a few independent band power measurements the
usefulness of such a strategy is compromised by low number
statistics. However, we now have hundreds of band power
measurements on scales of 2 < l < 2000 from over two dozen
autonomous and semiautonomous groups. There are enough
CMB fluctuation detections from independent observations
that subtle systematic effects could appear above the noise in
regression plots of the data residuals. This is particularly the
case when one has a better idea of the underlying model than
provided by the CMB data alone.

The history of the estimates of the position of the CMB
dipole illustrates the idea. Once a relatively precise direction of
the dipole was established, the positional scatter elongated in
the direction of the Galactic center could be distinguished un-
ambiguously from statistical scatter and more reliable correc-
tions for Galactic contamination could be made (Lineweaver
1997, Fig. 2). We aim to ascertain whether the use of the con-
cordance model as a prior can help to separate statistical and
systematic errors in the CMB anisotropy data. In x 2 we discuss
constraints on cosmological parameters, the current concor-
dance model, and how simultaneously analyzing combinations
of independent observational data sets can tighten cosmologi-
cal constraints. Our analytical methodology is detailed in x 3.
In x 4 possible sources of systematic uncertainty are discussed.
In xx 5 and 6 our results are discussed and summarized.

2. THE CONCORDANCE COSMOLOGY

2.1. Observational Concordance

The CMB has the potential to simultaneously constrain a
number of cosmological parameters that are the ingredients
of the hot big bang model. Unfortunately, particular param-
eter combinations can produce indistinguishable Cl spectra
(Efstathiou & Bond 1999). For example, cosmological models
with different matter content but the same geometry can have
nearly identical power spectra. Such model degeneracies limit
parameter extraction from the CMB alone.
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TABLE 1

1 � Cosmological Parameter Constraints from Five Analyses

Efstathiou et al. (2002)

Sievers et al. (2003) Lewis & Bridle (2002)
Wang et al. (2003) Spergel et al. (2003)

Parameter CMB Alone
+2dFGRS
+BBN CMB Alone +Priorsa CMB + Priorsb +2dFGRS

CMB +
Flat Prior +2dFGRS

CMB(TT + TE)
+ Flat Prior +2dFGRS + Ly�

�CDM
Concordance

�k ................ �0:04þ0:05
�0:32 �0:013þ0:027

�0:019 �0.05 � 0.05 (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) (0.00) 0.0

��................ 0:43þ0:23 0.73 � 0.04 0:54þ0:12
�0:13 0:70þ:02

�:03 0.72 � 0.06 0.71 � 0.04 0.71 � 0.11 0.72 � 0.09 0:76þ0:05
�0:06 0:74þ0:03

�0:04 0.74

!b................. 0:020þ0:013
�0:002 0.020 � 0.001 0.023 � 0.003 0:024þ0:002

�0:003 0.022 � 0.001 0.022 � 0.001 0.023 � 0.003 0.024 � 0.003 0.023 � 0.001 0.0226 � 0.0008 0.0226

!c................. 0:13þ0:03
�0:05 0:10þ0:02

�0:01 0:13þ0:03
�0:02 0:12þ0:01

�0:01 . . . . . . 0.112 � 0.014 0.115 � 0.013 0:11þ0:06
�0:04 0.11 � 0.03 0.11

!d................. . . . . . . . . . . . . 0.099 � 0.014 0.106 � 0.010 . . . . . . . . . . . . . . .

f� .................. . . . . . . . . . . . . <0.10 <0.04 . . . . . . . . . . . . 0

ns ................. 0:96þ0:27
�0:04 1:04þ0:06

�0:05 1:02þ0:06
�0:07 1:04þ0:05

�0:06 1.02 � 0.05 1.03 � 0.05 0.99 � 0.06 0.99 � 0.04 0.97 � 0.03 0.96 � 0.02 0.96

� .................. <0.25 <0.25 0:16þ0:18
�0:13 0:13þ0:13

�0:10 . . . . . . 0:04þ0:06 0.06 � 0.03 0:14þ0:07
�0:06 0:12þ0:06

�0:05 0.12

�mh.............. . . . 0.19 � 0.02 . . . . . . 0.18 � 0.03 0.19 � 0.02 . . . . . . . . . . . . 0.185

h................... . . . 0:66þ0:09
�0:03 0:55þ0:09

�0:09 0:69þ0:02
�0:02 0.67 � 0.05 0.66 � 0.03 0.71 � 0.13 0.73 � 0.11 0.73 � 0.05 0.72 � 0.03 0.72

a The priors used in this analysis are a flat prior �k ¼ 0 in accordance with the predictions of the simplest inflationary scenarios, a large-scale structure prior that involves a constraint on the amplitude �28 and the
shape of the matter power spectrum, the HKP prior for h, and the SN Ia priors.

b The priors used in this analysis are a flat prior �k ¼ 0 in accordance with the predictions of the simplest inflationary scenarios, the BBN prior for !b, the HKP prior for h, and the SN Ia priors.



A number of recent analyses combine information from a
range of independent observational data sets (e.g., Efstathiou
et al. 2002; Lewis & Bridle 2002; Sievers et al. 2003; Wang
et al. 2003; Spergel et al. 2003), enabling certain degeneracies
of the individual data sets to be resolved. As the observational
data become more precise and diverse, they form an in-
creasingly tight network of parameter constraints. Constraints
from a variety of astrophysical data, including CMB tem-
perature (TT) and temperature-polarization (TE) angular
power spectra, the Two-Degree Field Galaxy Redshift Survey
(2dFGRS) power spectrum (Percival et al. 2001), Type Ia
supernova (SN Ia) measurements of the angular diameter–
distance relation (Garnavich et al. 1998; Riess et al. 2001),
measurements of the Ly� forest power spectrum (Croft et al.
2002; Gnedin & Hamilton 2002), Hubble Key Project (HKP)
constraints on the Hubble parameter h (Freedman et al. 2001),
and big bang nucleosynthesis (BBN) constraints on the baryon
fraction (Burles, Nollett, & Turner 2001), are beginning to
refine an observationally concordant cosmological model.

The results of recent CMB-only analyses and joint likeli-
hood analyses are given in Table 1. The most current joint
analysis to date suggests the observationally concordant cos-
mology (Spergel et al. 2003): �� ’ 0, �� ’ 0:7 (�m ¼
�b þ �c ’ 0:3), �bh

2 ’ 0:0226, ns ’ 0:96, h ’ 0:72, and
� ’ 0:12 with At , and �� taken to be zero. With more precise
and diverse cosmological observations, the ability of this
standard �CDM cosmology to describe the observational
universe will be extended and tested for inconsistencies.

2.2. Goodness of Fit of the Concordance Model to the CMB

We perform a simple �2 calculation (see Appendix A) to
determine the goodness of fit of the concordance �CDM
cosmology to the CMB, employing the band power temper-
ature measurements of Table 2 and their associated window
functions. We limit our analysis to 2 < l < 2000 because
secondary anisotropy contributions, such as the Sunyaev-
Zel’dovich effect (Sunyaev & Zel’dovich 1970) and/or the
signature of primordial voids (Griffiths, Kunz, & Silk 2003),
may dominate at l > 2000. We bin the WMAP data into 70
bins, carefully chosen so as not to smooth out any genuine
features in the data, following the method of Appendix B.

The model radiation angular power spectrum is calculated
using CMBFAST (Seljak & Zaldarriaga 1996). However,
rather than adopting the CMBFAST COBE Differential
Microwave Radiometer (DMR) normalization, we implement a
numerical approximation to marginalization (see Appendix A)
to find the optimal normalization of the theoretical model to

the full observational data set. We also similarly treat the beam
uncertainties of BOOMERANG98, MAXIMA1, and PyV and
the calibration uncertainties associated with the observations
as free parameters with Gaussian distributions (see eq. [A6]).

The minimized �2 for the concordance model is 258. In
order to determine how good a fit this model is to the ob-
servational data, we need to know the number of degrees of
freedom of the analysis. Although 274 degrees of freedom are
provided by the number of observational data points (as-
suming that they are uncorrelated), these are reduced by the
number of concordance parameters that are constrained using
the CMB data alone. The flatness of the concordance model
(�� ’ 0), the tilt of the primordial power spectrum of scalar
perturbations (ns ’ 0:96), and the optical depth of reioniza-
tion (� ’ 0:12) are extracted almost entirely from the CMB
data. The remaining concordant parameters are strongly
constrained by non-CMB observations. We therefore estimate
that 3 degrees of freedom should be subtracted from the
original 274.

Within our analysis we marginalize over a number of
nuisance parameters. We fit for 22 individual calibration
constants (all the CBI observations are assumed to shift to-
gether), three beam uncertainties (those of BOOMERANG98,
MAXIMA1, and PyV), and an overall normalization. Thus, a
further 26 degrees of freedom must be subtracted, leaving
245 degrees of freedom. The �2 per degree of freedom is then
258=245 ¼ 1:05, indicating that the concordance cosmology
provides a good fit to the CMB data alone.

Data correlations other than the correlated beam and cali-
bration uncertainties of individual experiments, which we
take to have no interexperiment dependence, are not consid-
ered in our analysis. Including such correlations would further
reduce the number of degrees of freedom, increasing the �2

per degree of freedom. However, our result is in agreement
with joint likelihood analyses that find that the cosmological
model that best fits the CMB data is a better fit at the 1 or 2 �
level than the fit to the concordance model (Wang et al.
2002).

We find the normalization of the concordance model to the
full CMB data set to be Q10 ¼ 18:56 � 0:04 �K, where Q10 is
defined through the relation (Lineweaver & Barbosa 1998)

10ð10þ 1ÞC10 ¼
24�

5

Q2
10

T2
CMB

: ð1Þ

The normalized concordance model is plotted with the cali-
brated and beam-corrected observational data in Figure 1. It is

TABLE 2

The Current Compilation of CMB Observational Data from l ¼ 2 to 2000

Experiment References leff lmin lmax

Cobs
leA

� �obs

(�K)

�u
a

(%)

Publication Date

(yr)

ACBAR.......... 1 187.0 75.0 300.0 6767:0þ1323:0
�1323:0 20.0 2002.9

1 389.0 307.0 459.0 2874:0þ605:0
�605:0 20.0 2002.9

1 536.0 462.0 602.0 2716:0þ498:0
�498:0 20.0 2002.9

1 678.0 615.0 744.0 2222:0þ360:0
�360:0 20.0 2002.9

1 842.0 751.0 928.0 2300:0þ355:0
�355:0 20.0 2002.9

Notes.—Table 2 is published in its entirety in the electronic edition of the Astrophysical Journal. A portion is shown here
for guidance regarding its form and content.

a The 1 � calibration uncertainty in temperature, �u, is given as a percentage and allows the data points taken at the same time
using the same instrument to shift upward or downward together. For observations that result in a single data point, �u is not given
since either it is not quoted in the literature or it has been treated by adding it in quadrature to the statistical error bars.

References.—(1) Kuo et al. 2004.
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difficult to distinguish the most important measurements be-
cause there are so many CMB data points on the plot and it is
dominated by those with the largest error bars. Therefore, for
clarity, we bin the data as described in Appendix B. The
binned observations are plotted with the concordance cos-
mology in Figure 2.

3. EXAMINING THE RESIDUALS

Our analysis is based on the assumption that the combined
cosmological observations used to determine the concordance
model are giving us a more accurate estimate of cosmological
parameters, and therefore of the true Cl spectrum, than is given
by the CMB data alone. Under this assumption, the residuals

of the individual observed CMB band powers and the con-
cordance �CDM model become tools to identify a variety of
systematic errors. To this end, we create residuals Ri of the
observed band power anisotropies Cobs

leA
ðiÞ � �obsðiÞ with re-

spect to the concordant band powers Cth
leA
ðiÞ such that

Ri ¼
Cobs
leA

ðiÞ � Cth
leA
ðiÞ

Cth
leA
ðiÞ

� �obsðiÞ
Cth
leA
ðiÞ

: ð2Þ

Systematic errors are part of the CMB band power esti-
mates at some level. We examine our data residuals as func-
tions of the instrumental and observational details, listed in
Table 3, that may be associated with systematic errors. Pos-
sible sources of systematic uncertainty are discussed in the
following section. If the analysis determines that a linear trend
can produce a significantly improved fit in comparison to that
of a zero gradient line (zero line) through the data, it may be
indicative of an unidentified systematic source of uncertainty.
Similarly, any significant outliers may point to untreated
systematics. Our results are summarized in Table 4.
The zero line through all the residual data gives a �2 of

258. As previously discussed, the analysis that determines
the goodness of fit of the concordance model to the CMB
data has 245 degrees of freedom. A further 2 degrees of
freedom must be subtracted for the line slope and intercept
parameters that are varied in the line-fitting analysis, leaving
243 degrees of freedom. However, when the residuals are
examined as a function of angular scale, the intercept of any
line that fits the residual data will depend on the normali-
zation of the concordance model. In this case, we therefore
subtract only 1 further degree of freedom, giving 244 degrees
of freedom.
The zero-line fit to the residual data has a �2 per degree of

freedom of 1.06 and a 76% probability of finding a line that
better fits the data. In order to determine the significance of
a better fit provided by a linear trend, an understanding of
the statistical effects of introducing the two parameters to
the line-fitting analysis is required. For a two-dimensional
Gaussian distribution, the difference between the �2 of the
best-fit model and a model within the 68% confidence region
of the best-fit model is less than 2.3, and for a model that is
within the 95% confidence region of the best-fit model, this
difference is less than 6.17 (Press et al. 1992, p. 692). Our
68% and 95% contours in Figures 3–11 are so defined. The
further the horizontal concordance zero line is from the best-
fitting slope, the stronger the indication of a possible sys-
tematic error.

4. POSSIBLE SOURCES OF
SYSTEMATIC UNCERTAINTY

4.1. Angular Scale–dependent Effects

We examine scale-dependent uncertainties by plotting the
residuals as a function of l (Fig. 3). The shape of the window
function is most critical when the curvature of the power
spectrum is large (at the extrema of the acoustic oscillations).
We therefore also explore the residuals as a function of the
narrowness of the filter functions �l/l.
The resolution of the instrument and the pointing uncer-

tainty become increasingly important as fluctuations are
measured at smaller angular scales. Small beams may be
subject to unidentified smearing effects that may show up as a
trend in the residual data with respect to 	beamleff. Thus, we
examine the residuals as a function of 	beamleff (Fig. 10) and

Fig. 2.—Concordance cosmology (Table 1) normalized to the full CMB
data set, plotted with the binned observational data. The binning methodology
is given in Appendix B. All statistical analyses detailed in this paper are
performed on the raw, unbinned data. [See the electronic edition of the Journal
for a color version of this figure.]

Fig. 1.—Concordance cosmology (Table 1) normalized to the full CMB
data set, plotted with the recalibrated and (for BOOMERANG98, MAXIMA1,
and PyV) beam-corrected CMB observational data (Table 2) that span the
scales 2 < l < 2000. [See the electronic edition of the Journal for a color
version of this figure.]
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pointing uncertainty (Fig. 11) to look for hints of systematic
errors associated with these factors.

4.2. Foregrounds

If foreground emission is present, it will raise the observed
power. Galactic and extragalactic signals from synchrotron,
bremsstrahlung, and dust emission have frequency depen-
dencies that are different from that of the CMB (e.g., Tegmark

& Efstathiou 1996). If such contamination is present in the
data, it may be revealed by a frequency dependence of the
residuals (Fig. 6).

Multiple frequency observations provide various frequency
lever arms that allow individual groups to identify and correct
for frequency-dependent contamination. Experiments with
broad frequency coverage may be better able to remove this
contamination than those with narrow frequency coverage. We

TABLE 3

Details of the CMB Observational Techniques

Experiment References

�main � ��main

(GHz)

� Range

(GHz)

	beam
FWHM

(arcmin)

Pointing
Uncertaintya

(arcmin)
Calibration
Source

Instrument
Type Platform

Galactic
Latitude Range

(deg)

ACBAR.............. 1 150.0 � 15.0 150.0–280.0 4.5 0.30 Venus and Mars Bolometer Ground 36.7–57.0

ACME MAX ..... 2 180.0 � 7.0 105.0–420.0 30.0 1.00 Jupiter Bolometer Balloon 40.8–76.6

ACME SP91 ...... 3 27.7 � 1.2 27.7–27.7 96.0 5.00 Taurus A HEMT Ground 45.0–55.0

ACME SP94 ...... 4 35.0 � 1.2 27.7–41.5 83.0 7.20 H/C Load HEMT Ground 40.0–55.0

ARCHEOPS....... 5 190.0 � 31.0 143.0–545.0 8.0 1.50 Dipole Bolometer Balloon 30.0–90.0

ARGO1 .............. 6 150.0 � 15.0 150.0–600.0 52.0 2.00 H/C Load Bolometer Balloon 22.0–35.0

ARGO2 .............. 7 150.0 � 15.0 150.0–600.0 52.0 2.00 H/C Load Bolometer Balloon 0.0–7.8

BAM .................. 8 147.0 � 20.0 111.0–255.0 42.0 3.00 Jupiter Bol/Int Balloon 12.8–32.8

BOOM97............ 9 153.0 � 21.0 96.0–153.0 18.0 1.00 Jupiter Bolometer Balloon 11.0–83.0

BOOM98............ 10 150.0 � 11.0 90.0–410.0 11.1 2.50 Dipole Bolometer Balloon 18.0–45.0

CAT1.................. 11 16.5 � 0.2 13.5–16.5 117.6 . . . Cas A HEMT/Int Ground 29.5–38.0

CAT2.................. 12 16.5 � 0.2 13.5–16.5 117.6 . . . Cas A HEMT/Int Ground 33.9–40.4

CBI 1a................ 13 31.0 � 0.5 26.5–35.5 3.0 0.05 Taurus A HEMT/Int Ground 23.3–25.0

CBI 1b................ 13 31.0 � 0.5 26.5–35.5 3.0 0.05 Taurus A HEMT/Int Ground 47.8–49.1

CBI D8h............. 14 31.0 � 0.5 26.5–35.5 3.0 0.03 Jupiter HEMT/Int Ground 23.3–25.0

CBI D14h........... 14 31.0 � 0.5 26.5–35.5 3.0 0.03 Jupiter HEMT/Int Ground 53.4–54.8

CBI D20h........... 14 31.0 � 0.5 26.5–35.5 3.0 0.03 Jupiter HEMT/Int Ground 27.6–29.3

CBI M2h ............ 15 31.0 � 0.5 26.5–35.5 3.0 0.03 Jupiter HEMT/Int Ground 53.0–55.0

CBI M14h .......... 15 31.0 � 0.5 26.5–35.5 3.0 0.03 Jupiter HEMT/Int Ground 48.0–50.0

CBI M20h .......... 15 31.0 � 0.5 26.5–35.5 3.0 0.03 Jupiter HEMT/Int Ground 26.0–28.0

COBE DMR ...... 16 53.0 � 0.1 31.5–90.0 420.0 3.00 H/C Load HEMT Satellite 20.0–90.0

DASI .................. 17 31.0 � 0.5 26.5–35.5 20.0 2.00 Gal. Sources HEMT/Int Ground 26.9–67.3

FIRS ................... 18 167.0 � 19.0 167.0–682.0 228.0 60.00 Dipole Bolometer Balloon 0.0–80.0

IAB..................... 19 136.0 � 1.5 136.0–136.0 50.0 2.00 H/C Load Bolometer Ground 22.2–32.1

IACB94 .............. 20 116.0 � 1.5 90.9–272.7 121.8 5.40 Moon Bolometer Ground 0.0–49.2

IACB96 .............. 21 142.9 � 1.5 96.8–272.7 81.0 5.40 Moon Bolometer Ground 0.0–87.8

JBIAC ................ 22 33.0 � 1.5 33.0–33.0 120.0 . . . Moon HEMT/Int Ground 0.0–76.0

MAXIMA1 ........ 23 150.0 � 35.0 150.0–410.0 10.0 0.95 Dipole Bolometer Balloon 44.0–54.3

MSAM ............... 24 170.0 � 22.5 170.0–680.0 30.0 2.50 Jupiter Bolometer Balloon 25.0–36.0

OVRO ................ 25 31.7 � 3.0 14.5–31.7 7.4 2.00 Jupiter HEMT Ground 25.1–29.3

PyI–III................ 26 90.0 � 18.0 90.0–90.0 45.0 6.00 H/C Load Bolometer Ground 60.0–70.0

PyV .................... 27 40.3 � 2.8 40.3–40.3 60.0 9.00 H/C Load HEMT Ground 30.0–70.0

QMAP................ 28 37.0 � 3.1 31.0–42.0 48.0 3.60 Cas A HEMT Balloon 8.0–46.0

SK ...................... 29 42.0 � 3.5 31.0–42.0 28.0 1.80 Cas A HEMT Ground 19.0–35.0

Tenerife .............. 30 15.0 � 0.8 10.0–15.0 300.0 . . . Combination HEMT Ground 40.0–90.0

TOCO97............. 31 37.0 � 3.0 31.0–144.0 48.0 0.45 Jupiter HEMT/SIS Ground 0.0–55.0

TOCO98............. 31 144.0 � 1.7 31.0–144.0 12.0 0.45 Jupiter HEMT/SIS Ground 0.0–55.0

VIPER ................ 32 40.0 � 3.0 40.0–40.0 15.6 4.00 H/C Load HEMT Ground 50.0–60.0

VSAb .................. 33 34.0 � 0.8 34.0–34.0 120.0 5.00 Jupiter HEMT/Int Ground 31.5–54.3

WMAP ............... 34 61.0 � 7.0 23.0–93.0 21.0 5.00 Dipole HEMT Satellite 20.0–90.0

a Where pointing uncertainties are not given, they are not quoted in the literature.
b The VSA results quoted in the literature are the combined detections from a number of separate fields observed at various Galactic longitudes and latitudes.

Information is not given in the literature to enable the contributions from the different fields to be separated. Therefore, the VSA Galactic longitude range is
omitted. However, since the fields are not very dispersed in Galactic latitude, this range is listed.

References.—(1) Kuo et al. 2004; (2) Alsop et al. 1992; Lim et al. 1996; Tanaka et al. 1996; (3) Gunderson et al. 1995; (4) Benoı̂t et al. 2003; (5) Ganga et al.
1997; Gunderson et al. 1995; (6) de Bernardis et al. 1993, 1994; (7) de Bernardis et al. 1993, 1994; Masi et al. 1995, 1996; (8) Tucker et al. 1997; (9) Mauskopf et al.
2000; Piacentini et al. 2002; (10) Crill et al. 2003; Netterfield et al. 2002; Ruhl et al. 2003; (11) Scott et al. 1996; (12) Baker et al. 1999; (13) Padin et al. 2001, 2002;
(14) Mason et al. 2003; (15) Mason et al. 2003; Pearson et al. 2003; (16) Kogut et al. 1992, 1996; Tegmark & Hamilton 1997; (17) Halverson et al. 2002; Leitch et al.
2002; (18) Page, Cheng, & Meyer 1990; Meyer, Cheng, & Page 1991; Ganga et al. 1994; (19) Piccirillo & Calisse 1993; (20) Femenia et al. 1998; (21) Femenia
et al. 1998; Romeo et al. 2001; (22) Dicker et al. 1999; Melhuish et al. 1999; (23) Lee et al. 2001; Hanany et al. 2000; (24) Fixsen et al. 1996; Wilson et al. 2000;
(25) Leitch et al. 2000; (26) Dragovan et al. 1994; Ruhl et al. 1995; Platt et al. 1997; (27) Coble et al. 1999, 2003; (28) de Oliveira-Costa et al. 1998; Devlin et al.
1998; Herbig et al. 1998; Miller et al. 2002; (29) Netterfield et al. 1997; Miller et al. 2002; (30) Davies et al. 1996; Gutierrez et al. 2000; (31) Miller et al.
2002; (32) Peterson et al. 2000; (33) Grainge et al. 2003; Scott et al. 2003; Taylor et al. 2003; Watson et al. 2003; (34) Bennett et al. 2003; Hinshaw et al. 2003.
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therefore examine the residuals as a function of the frequency
lever arm ð� max � � minÞ=�main (Fig. 7).

Observations taken at lower absolute Galactic latitudes, bj j,
will be more prone to Galactic contamination. We check for
this effect by examining the residuals as a function of bj j range
(Fig. 4). In this case, we take bj j to be the value central to the
range observed and the 1 � uncertainties in bj j to extend to
the extrema of this range (see Table 3). We also examine the
residuals as a function of central bj j neglecting the range in bj j
observed (Fig. 5). Using ranges in bj j as statistical errors as in
Figure 4 is problematic, but so too is treating the band powers
as if they result from measurements at a precise value of bj j
(Fig. 5). The most plausible result is intermediate between
these two cases.

4.3. Calibration

To analyze various experiments, knowledge of the cali-
bration uncertainty of the measurements is necessary. Inde-
pendent observations that calibrate off the same source will
have calibration uncertainties that are correlated at some level
and therefore a fraction of their freedom to shift upward

or downward will be shared. For example, ACME MAX,
BOOMERANG97, CBI, MSAM, OVRO, TOCO, and VSA
all calibrate off Jupiter, so part of the quoted calibration
uncertainties from these experiments will come from the
brightness uncertainty of this source. Wang et al. (2002)
perform a joint analysis of the CMB data making the ap-
proximation that the entire contribution to the calibration
uncertainty from Jupiter’s brightness uncertainty is shared by
the experiments that use this calibration source. The true
correlation will be lower since the independent experiments
observed Jupiter at different frequencies.
Interexperiment correlations are not considered in our

analysis, since we are unable to separate out the fraction of
uncertainty that is shared by experiments. Instead, we test for
any calibration-dependent systematics by examining the data
residuals with respect to the calibration source (Fig. 8). We
note that including correlations between data points would
reduce the number of degrees of freedom of our �2 analysis.
The order of the calibration sources is arbitrary, so the fitting
of a line serves only to verify that the line-fitting and confi-
dence interval–determining codes are working as expected.

TABLE 4

Results of the Residual Analyses

Parameter leff

bj j
Rangea

Central
bj jb �main

ð� max � � minÞ
�main

Calibration
Source

Instrument
Type 	beamleff

Pointing
Uncertainty

Instrument
Platform �l/leff

Figure ........................... 3 4 5 6 7 8 9 10 11 . . . . . .
�2 per dof..................... 1.06 0.74 1.06 1.06 1.06 1.06 1.06 1.06 1.07 1.06 1.05

Significancec (�) .......... �0.5 >3 <0.5 <0.5 <0.5 <1 <0.5 <0.5 <0.5 <0.5 <2

a The bj j range analysis involves a two-dimensional fit (see x 5).
b The central bj j analysis involves a one-dimensional fit (see x 5).
c The significance of the deviation of the zero line from the best-fit linear model. As discussed in x 2.2, correlations other than the correlated beam and calibration

uncertainties of individual experiments are not considered in our analysis. Ignoring such correlations may result in the significance of the deviation being smaller
than expected.

Fig. 4.—CMB data residuals plotted against absolute Galactic latitude bj j.
The fitting routine uses uncertainties in both the y- and x-directions and
assumes that the uncertainty in bj j extends to the limits of the bj j range
(Table 2). The �2 per degree of freedom for the fit of the line to the data is
177=243 ¼ 0:73. There is a more than 3 � trend in this regression plot that
may be indicative of a systematic error associated with absolute Galactic
latitude. [See the electronic edition of the Journal for a color version of this
figure.]

Fig. 3.—CMB data residuals plotted against l (bottom x-axis) and angular
scale (top x-axis). Although there is little evidence for a trend in this plot, the
bins at l > 900 are predominantly low, which may point to a marginal source
of systematic error or a need to slightly dampen the small angular scale power
in the concordance model. The �2 per degree of freedom for the fit of the line
to the data is 1.05, so the best-fit line is a slightly better fit to the data than the
zero line that has a �2 per degree of freedom of 1.06. [See the electronic
edition of the Journal for a color version of this figure.]
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However, any significant outliers may indicate unidentified
calibration-dependent systematics.

4.4. Instrument Type and Platform

The experiments use combinations of three types of de-
tector that operate over different frequency ranges. We classify
the data with respect to their instrument type: HEMT inter-
ferometers (HEMT/Int), HEMT amplifier-based non-inter-
ferometricinstruments (HEMT), HEMT-based amplifier and
SIS-based mixer combination instruments (HEMT/SIS), bo-
lometric instruments, and bolometric interferometers (Bol/Int).
We check for receiver-specific systematic effects by plotting
the residuals as a function of instrument type (Fig. 10). Again

the order we choose for instrument type is arbitrary, and it is
significant outliers that we are interested in.

Water vapor in the atmosphere is a large source of con-
tamination for ground-based instruments. There may also be
systematic errors associated with the temperature and stability
of the thermal environment. We therefore explore instrument
platform dependencies of the data residuals. We choose to
order the instrument platform according to altitude.

4.5. Random Controls

We use a number of control regressions to check that our
analysis is working as expected. To this end, the residuals are

Fig. 6.—CMB data residuals plotted against the main frequency of indi-
vidual instruments �main. The fitting routine uses uncertainties in both the y-
and x-directions. The �2 per degree of freedom for the fit of the line to the data
is 258=243 ¼ 1:06, so the best-fit line does not improve the fit beyond that of
the zero line. Thus, there is no evidence for a trend in this regression plot. [See
the electronic edition of the Journal for a color version of this figure.]

Fig. 8.—CMB data residuals plotted against calibration source. There are
no large outliers. The order of the calibration sources is arbitrary, so the fitting
of a line serves only to verify that the line-fitting and confidence interval–
determining codes are working as expected. The zero line is just inside the
border of the 68% confidence region for the best-fit line, confirming that we
should not be suspicious of trends in our residuals that are revealed at less than
the 1 � level. [See the electronic edition of the Journal for a color version of this
figure.]

Fig. 5.—CMB data residuals plotted against the central absolute Galactic
latitude bj j, neglecting the range in bj j observed (i.e., the x-coordinate freedom
has been removed from the fit of Fig. 4; see x 4.2). The �2 per degree of
freedom for the fit of the line to the data is 258=243 ¼ 1:06. The greater than
3 � trend of Fig. 4 is reduced to less than 0.5 � here. The different methods
used in these two plots are discussed in x 5. [See the electronic edition of the
Journal for a color version of this figure.]

Fig. 7.—CMB data residuals plotted against the lever arm in frequency
ð� max � � minÞ=�main. The �2 per degree of freedom for the fit of the line to the
data is 258=243 ¼ 1:06, so the best-fit line does not improve the fit beyond that
of the zero line. Thus, there is no evidence for a trend in this regression plot.
[See the electronic edition of the Journal for a color version of this figure.]
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examined with respect to the publication date of the band
power data, the number of letters in the first author’s surname,
and the affiliation of the last author. We expect the line fitted to
these control regressions to be consistent with a zero line
through the residual data. Any significant improvement pro-
vided by a linear fit to these residuals may be indicative of a
problem in the software or methodology.

5. RESULTS

For the regressions plotted, the residual data are binned as
described in Appendix B so that any trends can be more ef-
fectively visualized. Since the data-binning process may wash
out any discrepancies between experiments, the linear fit
analyses are performed on the unbinned data residuals. In
Figures 3–11, the line that best fits the data is plotted (solid
white line) and the 68% (dark grey region) and 95% (light
grey region) confidence regions of the best-fit line are shaded.
For the plots for which it makes sense to test for a linear
dependence, we report the �2 per degree of freedom for the
best-fit line and comment on the significance of the deviation
of the zero line (black dashed line). For those plots for which
the x-axis order is arbitrary, we comment on any significant
outliers from the best-fit line.
Our results are summarized in Table 4. The lines fitted to

our control regressions are consistent with a zero line through
the residual data, suggesting that our line-fitting and confi-
dence interval–determining codes are working as expected.
We find a linear trend in the residuals with respect to the bj j
range of the observations (see Fig. 4). This trend is not
eliminated by the removal of any one experiment and may be
indicative of a source of Galactic emission that has not been
appropriately treated.
In Figure 4, the errors in both the y- and x-directions are

used in the fit. We have defined bj j to be that of the center of
the observations and the uncertainties to extend to the edges of
the range. This allows the observations some freedom of the x-
coordinate in the line-fitting analysis and weights heavily
those detections that span small ranges in absolute Galactic
latitude. It is therefore also interesting to examine the residuals
with respect to the central bj j to determine the significance of
the trend with the x-coordinate freedom removed (see Fig. 5).
The most plausible Galactic latitude regression will be some-
where between the regressions shown in these two plots.
Removing the x-coordinate freedom removes the signifi-

cance of the trend. This result implies that experiments that

Fig. 9.—CMB data residuals plotted against instrument type. There are no
large outliers. As in Fig. 8, the order of the instrument types is arbitrary, so the
fitting of a line serves only to verify that the line-fitting and confidence in-
terval–determining codes are working as expected. [See the electronic edition
of the Journal for a color version of this figure.]

Fig. 10.—CMB data residuals plotted against 	beamleff. The x-axis is loga-
rithmic so as to best display the data, and the residuals are examined for a
linear trend with respect to this logarithmic axis. The �2 per degree of freedom
for the fit of the line to the data is 258=243 ¼ 1:06, so the best-fit line does not
improve the fit beyond that of the zero line. The motivation for this plot is to
see if there are any systematics associated with large beams sampling small-
scale anisotropies (right side of plot) or with small beams sampling large-scale
anisotropies (left side of plot). Small beams used to measure large angular
scales may have stability problems analogous to the problems one runs into
when trying to mosaic images together. Although no overall linear trend is
observed, there is marginal evidence for power suppression at 	beamleA < 900,
suggesting that increased attention should be given to band power estimates in
this regime. [See the electronic edition of the Journal for a color version of
this figure.]

Fig. 11.—CMB data residuals plotted against pointing uncertainty. Six
experiments do not quote pointing uncertainties and so are omitted from this
analysis. With the six experiments omitted, there are 239 degrees of freedom.
The �2 per degree of freedom for both the zero line and the best-fitting line to
the residual data is 256=239 ¼ 1:07, so the best-fit line does not improve the
fit beyond that of the zero line. Thus, there is no evidence for a trend in this
regression plot. [See the electronic edition of the Journal for a color version of
this figure.]
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observe over small ranges in Galactic latitude are dominating
the trend, and we therefore cannot simply correct for the
systematic that is implied in Figure 4. The comparison of rms
levels in Galactic dust (Finkbeiner, Davis, & Schlegel 1999)
and synchrotron1 maps over the areas of CMB observations
may help to clarify the interpretation of the trend. Such a
technique has recently been applied to the MAXIMA1 data
(Jaffe et al. 2003) but has yet to be performed on the full CMB
data set.

Other plots also show some evidence for systematic errors.
Figures 2 and 3 indicate that 6 bins at l > 900 prefer a lower
normalization. This may be due to a systematic calibration
error for some of the experiments in this l range, under-
estimates of beam sizes or pointing uncertainties, or uniden-
tified beam smearing effects at high l for small beams.
Although Figures 8 and 11 show little evidence for any trends,
Figure 10 shows marginal evidence for power suppression at
low 	beamleff. The motivation for this plot is to see if there are
any systematics associated with large beams sampling small-
scale anisotropies (right side of plot) or with small beams
sampling large-scale anisotropies (left side of plot). Small
beams used to measure large angular scales may have stability
problems analogous to the problems one runs into when trying
to mosaic images together. Although no overall linear trend is
observed, the trend indicated for 	beamleA < 900 suggests that
increased attention should be given to band power estimates in
this regime.

6. SUMMARY

Over the past 10 years, successive independent and semi-
independent data sets have extended the angular scale, cali-
bration precision, and freedom from Galactic contamination of
the CMB power spectrum. Each CMB measurement contains
useful cosmological information, and no data set is immune to
contamination. It is therefore important to compare data sets
and check for systematics. We have collectively tested the full
CMB data set for inconsistencies with the concordance model,
and our results indicate that the model is consistent with the
data, although a need to slightly dampen power in the model at
high l is indicated (Fig. 3).

We have explored residuals of the observational data with
respect to the concordance model to see if any patterns emerge
that may indicate a source of systematic error. We have found
little significant evidence for interexperiment inconsistencies
other than a trend associated with Galactic latitude that may be
an indication of low-level Galactic contamination of CMB
observations made closer to the Galactic plane (Fig. 4). A
more detailed comparison of CMB fields of observations with
Galactic dust and synchrotron maps will be necessary to
clarify the source of this trend.

L. M. G. thanks Martin Kunz for useful discussions and is
grateful to the University of Sussex, where part of the work
was carried out. L. M. G. acknowledges support from the
Royal Society and PPARC. C. H. L. acknowledges a research
fellowship from the Australian Research Council.

APPENDIX A

�2 MINIMIZATION METHODOLOGY

For the observational power spectrum data quoted in the literature, individual Cl values are not estimated; rather, band powers CleA

are given that average the power spectrum through a filter, or window function. Each theoretical model must therefore be reexpressed
in the same form before a statistical comparison can be made. This can be done using the method of Lineweaver et al. (1997).

Boltzmann codes such as CMBFAST (Seljak & Zaldarriaga 1996) output theoretical power spectra in the form

d1ðlÞ ¼
lðl þ 1Þ

2�
C

theory
l � normalization: ðA1Þ

Since the Cl values are adimensional, they are multiplied by T2
CMB ’ ð2:725 KÞ2 (Mather et al. 1999) to express them in kelvin,

d2ðlÞ ¼ T2
CMBd1ðlÞ: ðA2Þ

The sensitivity of each observation (denoted i) to a particular l is incorporated using the observational window function Wl ,

d3ði; lÞ ¼ d2ðlÞ
ð2l þ 1ÞWi

l

2lðl þ 1Þ : ðA3Þ

The contribution from the model to the ith observational band power is determined and the influence of the window function
removed,

Cth
leA
ðiÞ ¼

Pl max

l¼2 d3ði; lÞ
IðiÞ ; ðA4Þ

where I(i) is the logarithmic integral of the window function,

IðiÞ ¼
Xl max

l¼2

ð2l þ 1ÞWi
l

2lðl þ 1Þ : ðA5Þ

Then Cth
leA
ðiÞ can be statistically compared with the ith band power measurement Cobs

leA
ðiÞ given in Table 2.

1 See http://astro.berkeley.edu/dust.
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The assumption that the CMB signal is a Gaussian random variable enables analysis via a likelihood procedure. As a result of the
non-Gaussian distribution of the uncertainty in the band power measurements, an accurate calculation of the likelihood function L is
nontrivial. However, approximations to the true likelihood have been derived (Bond, Jaffe, & Knox 2000; Bartlett et al. 2000). For
example, the Bond et al. (2000) offset lognormal formalism is implemented in the publicly available RADPACK package. Unfor-
tunately, the information necessary to implement this formalism has not yet been published by all observational groups. Therefore,
in order to statistically analyze the complete CMB observational data set, we make the assumption that L is Gaussian in CleA . Then,

�2 � �2 ln L ¼
X
i

Cth
leA
ðiÞ � Cobs

leA
ðiÞ

�obsðiÞ

" #2

: ðA6Þ

The normalization of the primordial power spectrum is not predicted by inflationary scenarios and therefore the normalization of
the concordance model to the full CMB observational data set is a free parameter. Unless we are particularly interested in the
amplitude of primordial fluctuations, we can treat the model normalization A as a nuisance parameter. Assuming a Gaussian
likelihood, marginalization can be approximated numerically for the power spectrum normalization by computing the �2 statistic of
the concordance model for a number of discrete steps over the normalization range. The normalization that minimizes the �2 can
thereby be determined for a particular theoretical model.

The CMB measurements have associated calibration uncertainties (see Table 2) that allow data from the same instrument that is
calibrated using the same source to shift collectively upward or downward. The observational band powers are multiplied by a
calibration factor U that can be treated as a nuisance parameter with a Gaussian distribution about 1. This introduces an additional
�2 term to equation (A6) for each experiment that has an associated calibration uncertainty (see eq. [A7]).

Additionally, the BOOMERANG98, MAXIMA1, and PyV data sets have quantified beam and/or pointing uncertainties. The
combined beam plus pointing uncertainty for each experiment introduces an additional term to equation (A6) that is a function of
B. Here B can be treated as a nuisance parameter, with a Gaussian distribution in B�b(i) about 0 (see eq. [A7]). Lesgourgues &
Liddle (2001) give fitting functions for the combined beam plus pointing uncertainty in Dobs

i for the BOOMERANG98 and
MAXIMA1 experiments: �b;l ¼ 0:43� 10�6l2 for BOOMERANG98 and �b;l ¼ 10�6l1:7 for MAXIMA1. The 1 � beam uncer-
tainty for PyV is �b;l ¼ exp ð�lð0:425Þð0:015Þð�=180ÞÞ � 1 (Coble et al. 2003).

The nuisance parameters are incorporated into equation (A6) to give

�2 ¼
X
k

Xi maxðkÞ

i¼1

ACth
leA
ðiÞ � UðkÞ þ BðkÞ�bðiÞ½ �Cobs

leA
ðiÞ

�ðiÞ

( )2

þ UðkÞ � 1

�uðkÞ

� �2
þ BðkÞ½ �2

0
@

1
A; ðA7Þ

where the sum on k is over the number of independent observational data sets.

APPENDIX B

OBSERVATIONAL DATA BINNING

The ever-increasing number of CMB anisotropies has made data plots such as Figure 1 difficult to interpret. The solution is to
compress the data in some way. Many of the more recent analyses have chosen to concentrate on the data from just one or two
experiments, often the most recently released. However, this not only neglects potentially useful information but can also
unwittingly give more weight to particular observations that may suffer from systematic effects. We therefore choose to analyze all
the available data.

One way to compress the data is to average them together into single band power bins in l-space. Such an approach has been
taken by a number of authors (e.g., Knox & Page 2000; Jaffe et al. 2001; Wang et al. 2002). Providing that the uncertainty in the
data is Gaussian and correlations between detections are treated appropriately, narrow band power bins can be chosen that will
retain all cosmological information.

Band power measurements from independent observations that overlap in the sky will be correlated to some extent. Such
correlations can only be treated by jointly analyzing the combined overlapping maps to extract band power estimates that are
uncorrelated or have explicitly defined correlation matrices. This process of data compression will wash out any systematics
associated with a particular data set, so data consistency checks are vital before this stage. If the map data are unavailable, the crude
assumption that independent observations are uncorrelated in space must be made. This assumption is made in likelihood analyses
performed on the full power spectrum data set, and, since inclusion of these correlations would reduce the degrees of freedom of an
analysis, the goodness of fit of a particular model to the data is better than it should be.

Some observational groups publish matrices encoding the correlations of their individual band power measurements. To some
extent, the calibration uncertainties of experiments that calibrate using the same source are also correlated. Bond et al. (2000)
describe a data-binning technique that takes a lognormal noise distribution that is approximately Gaussian and incorporates the
correlation weight matrices of individual experiments. Wang et al. (2002) detail a method to treat partial correlations of calibration
uncertainties. Both are useful to produce statistically meaningful data bins.

Data binning averages out any evidence for discrepancies between independent observations, and, in practice, data uncertainties
are rarely Gaussian and the information required to treat correlated data is not always available. So although data binning is useful
for visualization purposes, statistical analyses of the binned observations will generally give different results from those performed
on the raw data.
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The statistical analyses detailed in this paper are performed on the published CMB band power measurements (Table 2). Binned
data plots are presented purely to aid the interpretation of results. Therefore, each calibrated and (for BOOMERANG98,
MAXIMA1, and PyV) beam-corrected observational data point is binned assuming it to be entirely uncorrelated. Bin widths must
be carefully chosen so that important features of the data are not smoothed out, especially in regions of large curvature. For
example, in the case of the power spectrum, an unwisely chosen bin that spans an acoustic maximum will average out the power in
the bin to produce a binned data point that misleadingly assigns less power to the peak.

The contribution from the ith observational measurement (xi � �x;i; yi � �y;i) to a binned point (xb � �x;b; yb � �y;b) is inverse
variance weighted,

xb � �x;b ¼
P

i xi�
�2
x;iP

i �
�2
x;i

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1P
i �

�2
x;i

s
; ðB1Þ

yb � �y;b ¼
P

i yi�
�2
y;iP

i �
�2
y;i

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1P
i �

�2
y;i

s
: ðB2Þ

If quoted error bars are asymmetric, a first guess for the binned data point is obtained by averaging the uncertainties. A more
accurate estimate can then be converged upon by iterating over the binning routine, inserting the positive variance for mea-
surements that are below the bin-averaged point and negative variance for those that are above.

All the data from a particular experiment will be measured using the same instrument and therefore can be binned together for
the purpose of visualizing any trends in the data residuals with respect to the instrument design. When data from the same
experiment are placed in the same bin, the variance of the resultant binned data point can be easily adjusted to account for any
correlated calibration uncertainty associated with the observational data. A degree of freedom is reduced for each independent
calibration uncertainty. This effectively tightens the constraints on the binned data.

For example, if n calibrated data points in a bin have equal variance �y and an entirely correlated calibration uncertainty, they
share n� 1 degrees of freedom and their contribution to the variance of the binned data point is then �y=ðn� 1Þ1=2. When each of
the n data points has a different variance, their contribution to the uncertainty in the binned data point is given by

�y;b ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

j �
�2
y; j � n=

P
j �y; j

� �2
r : ðB3Þ

This method of binning is employed when appropriate to produce the plotted residual data bins.
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